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1.0 Introduction

La psychologie cognitive
propose des modèles pour :
• prédire ; et
• expliquer
le comportement du sujet humain.

L’ergonomie
prescrit des bonnes pratiques.

Les modèles présentés dans ce cours permettent d’expliquer 
certaines règles ergonomiques.
Ils permettent de guider des choix de conception d’interface.



1.1 Modèle du processeur humain [Card, 1983]

  

Figure 1. Model Human Processor (b ased on Card, Moran, and Newell, 1983).
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1.1 Modèle du processeur humain [Card, 1983]

Le sujet humain
est un système de traitement de l’information
régit par des principes.

Ce système est composé de trois sous-systèmes 
indépendants :
• le système sensoriel ;
• le système moteur ; et
• le système cognitif.

Chaque sous-système comprend :
• un processeur ; et
• une mémoire.



1.1 Modèle du processeur humain [Card, 1983]

Le système sensoriel
est responsable de la perception.
Le système moteur
est responsable des mouvements.
Le système cognitif
est responsable du raisonnement et des prises de décisions.

Les processeurs
sont caractérisés par τ, leur temps de cycle (τS, τM, τC)
qui inclue le temps d’accès à la mémoire.

Chaque mémoire est caractérisée par :
• κ, le type d’information mémorisée ;
• μ, sa capacité ; et
• δ, sa persistance (demi-vie d’un élément).



Système sensoriel
Le système sensoriel comporte :
• un processeur de temps de cycle τS = 100 [50 ~ 200] ms
• deux mémoires spécifiques, 
  l’une visuelle (V), l’autre auditive (A)
  liées à la mémoire à court terme du processeur cognitif.

Pour la mémoire visuelle :
• κV = physique
• μV = 17 [7 ~ 17] “lettres”
• δV = 200 [70 ~ 1000] ms

Pour la mémoire auditive :
• κA = physique
• μA = 5 [4.4 ~ 6.2] “lettres”
• δA = 1500 [900 ~ 3500] ms



Système sensoriel
Le codage en mémoire sensorielle n’est constitué 
que d’attributs physiques.

Les éléments des mémoires sensorielles passent 
en mémoire à court terme (mémoire de travail du système 
cognitif) en traversant un filtre cognitif.



Système sensoriel
Exemples d’application :

Le temps interactif est le temps qui maintient la causalité, celui 
au cours lequel deux événements apparaissent simultanés : τS.

C’est aussi le temps maximal d’exposition de chaque image pour 
qu’une animation apparaisse fluide : 
il faut produire au moins 10 images par seconde.



Système moteur
Le système moteur comporte :
• un processeur de temps de cycle τM = 70 [30 ~ 100] ms

Ce temps de cycle détermine la performance des mouvements 
en “boucle ouverte”.
Pour les mouvements en “boucle fermée”, il faut considérer la 
constante de temps τS + τC + τM = 240 ms.



Système moteur
Exemples d’application :

La performance du mouvement en boucle ouverte est 
déterminée par τM, celle des corrections par τS + τC + τM.



Système moteur
Exemples d’application :

La performance du pointage d’une cible peut être expliquée 
par le temps de cycle du mouvement en boucle fermée.

Elle est régie par la loi de Fitts [1954] :
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Système moteur - loi de Fitts [1954]

Hypothèse
Le mouvement est constitué de sous-mouvements dont l’erreur 
est proportionnelle à l’amplitude.

L’erreur après le premier mouvement est alors           , c’est 
donc la nouvelle amplitude à parcourir.
Après le nième mouvement, l’erreur est        .
Le processus s’arrête quand l’erreur commise est inférieure à la 
précision requise pour atteindre la cible, soit la moitié de sa 
largeur.
On a alors :                           le nombre de sous-mouvements.

Si chaque sous-mouvement prend un temps τS + τC + τM, il vient :
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Système cognitif
Le système cognitif comporte :
• un processeur de temps de cycle τC = 70 [25 ~ 170] ms
• deux mémoires spécifiques, 
  l’une à court terme ou de travail (CT), 
  l’autre à long terme (LT).

Pour la mémoire à court terme :
• κCT = acoustique ou visuelle
• μCT = 3 [2.5 ~ 4.1] mnèmes (ou 7 [5 ~ 9])
• δCT = 7 [5 ~ 226] s (ou 73 [73 ~ 226])

Pour la mémoire à long terme :
• κLT = sémantique
• μLT = ∞
• δLT = ∞



Principes opératoires
• le processeur cognitif suit 
  un cycle “reconnaissance-action”.  
• le temps de cycle du processeur 
  sensoriel dépend de l’intensité 
  des stimulis.
• la difficulté de retrouver une 
  information est liée au nombre de 
  candidats répondants aux mêmes 
  indicateurs d’accès.
• pour atteindre un objectif, 
  l’individu agit de manière 
  rationnelle en fonction du but,
  de la tâche, 
  et de sa connaissance.



Principes opératoires
• la loi de Fitts régit le temps 
  de mouvement.  

• la loi de Hick régit le temps 
  de choix lors d’alternatives.

• la “loi de puissance 
  de l’apprentissage” (power law
  of practice) régit l’évolution 
  de la performance au cours 
  de l’apprentissage.



1.1 Modèle du processeur humain [Card, 1983]

évaluation du modèle

Le modèle du processeur humain :
• fournit un cadre fédérateur pour diverses connaissances 
  en psychologie ;
• utilise une terminologie “informatique” ; et
• introduit les fondations d’une psychologie “appliquée”.

Cependant, 
il ne fournit pas le niveau d’abstraction correspondant aux 
besoins du concepteur d’IHM, et
il ne considère qu’un utilisateur “parfait”.
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cuboid with one side convex along one axis and the opposite side concave and slightly ridged’, or ‘flat horizontal rectangle

with four thin vertical blocks attached underneath at each corner’.

These long-winded descriptions are more like the actual products of the visual-to-object transformation, which can identify

shapes and group them together structurally, but cannot identify what they are. Of course, the structure diagrams and

transition path diagrams would be impractical to draw if we tried to use such detailed descriptions, and so we use the

propositionally-based labels instead, but the examples we presented earlier all contained object representations.

The psychological subjects and the parts of the predicate were all objects, and the point of constructing them was to

identify how people would be able to move their focus of attention between objects in the world, whether they were real

objects, or representations of objects presented on a computer screen.

The complete cognitive system

The three levels of mental representation that we have described so far are sufficient to deal with the perception of visual

objects, but they cannot deal with other important aspects, such as the perception of sound, or the use of language, nor

the individual’s physical actions. To account for these aspects we will have to add more levels of representation, and more

processes.

The complete cognitive system is shown in

Figure 2.6, which contains  the visual and object

levels at the bottom, and the propositional level in

the middle. The different levels of representation are

now linked together in a ‘network’ to show that they

can exchange information with each other.

At the top of the figure are two levels that resemble

the visual and object levels, but which deal with

acoustic information (‘ac’) and ‘morphonolexical’

information (‘mpl’) respectively. The acoustic level

does the same for sensory information from the ears

that the visual level does for sensory information

from the eyes, and just as the object level is a more

abstract, structured representation of visual

information, so the ‘morphonolexical’ level is a

more abstract, structured representation of sound. Its

name reflects the fact that it contains information

about all sorts of sounds, particularly our human

speciality, language. It is also crucial in the

perception of other structured noises, such as the

tones and rhythm of music, as well as the beeps

made by computers.

The acoustic and visual levels both encode sensory

information, or the ‘input’ to our minds. On the

right of the figure are two levels that encode our

mind’s ‘output’, the ‘articulatory’ and ‘limb’ levels

(‘art’ and ‘lim’). Both these levels represent physical,

motor actions that we intend to produce. The

articulatory level specialises in controlling the

detailed motion of the mouth, lips and tongue

required for us to produce sound output such as

speech, while the limb level controls other physical actions, such as hand and eye movements.

As their positions in the diagram show, the representations at these levels are mainly produced by transformations of the

morphonolexical and object levels, but they also receive information from the ‘body state’ level (‘bs’), which is a third

source of sensory information. This information represents all of the touch, smell and taste sensations that our body

detects, as well as information from internal sensations such as the position of our arms and legs, and the state of our

muscles.
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Fig 2.6: the complete set of mental levels and transformations
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•2• A framework for cognition

Levels of mental representation

In the previous section we have seen that sensory, visual information about the world needs to be interpreted as an object

based structure for us to make any sense of it. Both visual and object structures are mental representations, but at different

levels of  information. The visual level is derived from the raw sensory data obtained from the eyes, whereas the object

level is derived from the combination of the visual representation and the perceiver’s knowledge and experience of the

world. This means that there must be a set of mental processes that convert the visual representation into an object

representation, and that there must be other processes that allow

memory to influence the object representation.

The shapes in Figure 2.1 look odd, because they are parts of a larger

model of human cognition, which we are going to describe piece by

piece. When all of the parts are in place, their shapes will become

more meaningful. The part of the overall model shown in this figure

illustrates the process of perception that we have described so far.

Sensory information about the world is detected by the eyes, and turned

into a visual representation that contains a wealth of detail about

colours, shades, contrasts, angles and edges. A mental process then

‘interprets’ this information, transforming it into an object

representation, which contains information about lines, shapes, depth,

position and orientation.

Sensory information from the eyes forms a visual

representation.

Perceptual information is contained in an object

representation.

It is important to remember this distinction between the sensory level of information in the visual representation, and the

perceptual level of information in the object representation. One advantage of making this distinction is that it helps us

analyse what people will subjectively think about a display design (their object representation) as well as what is

objectively presented to them on the computer screen (their visual representation). The transformation from a visual to an

object representation involves the structuring of sensory data into

objects, and the grouping together of those objects.

The visual-to-object transformation is affected by the clarity of

the visual representation, so that detailed, high-resolution

displays will be easier to convert into object representations than

jagged, low resolution displays. It also develops with experience,

so that familiar visual patterns can be converted into object

structures more accurately than novel patterns - essentially, the

more often a representation has been transformed in the past, the

easier it becomes to transform in the future. This is one way that

experience can affect perception. Another way is shown in

Figure 2.2.

The visual-to-object transformation process

structures and groups the visual scene

Propositional representations

Just as the visual-to-object transformation interprets the visual representation to produce a more abstract, but more

structured object representation, the object representation can be interpreted to produce an even more abstract and

structured ‘propositional’ level of representation. This new level contains factual, everyday knowledge about the objects -

their names and properties, and the way that they can be expected to relate to each other and to interact.  In the same way

that the visual-to-object transformation added structural information that wasn’t necessarily present in the sensory data, so
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Fig 2.1: sensory information is transformed
from a visual level of representation into an

object level
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Figure 2.2: the exchange of representations
between the object and propositional levels
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ignoring any visual features that did not quite ‘fit’. People have a strong tendency to give objects nameable identities if

they possibly can, reflecting the extraction of propositional knowledge. These names then affect the way the objects are

perceived. The propositional influence on the perception of familiar forms like this is very resistant to distortions in the

shape, provided that key invariants between the objects are met. If Figure 2.3 is looked at upside-down, for example, a

different teddy bear can be perceived (or perhaps the longer ‘ears’ now make it look like a rabbit).

For someone who has never seen a teddy bear, and who has no other propositional representation that ‘leaps in’ to

influence the perception of a single object, the form may appear to be a number of overlapping circles and ovals, but the

absence of arcs in the centre of the form completing or even continuing these circles means that it is much more likely to

be seen as a single, irregular shape.

The feedback loop between the propositional and object levels of

representation tries to settle on one consistent interpretation of a

figure. The form in Figure 2.4 can be seen as either a rabbit (looking

to the left) or a bird (looking to the right), but it cannot be seen as

both at the same time: the perception must ‘reverse’ between the two

interpretations. Notice that the propositional identity given to the

Figure constrains the structure of the object representation – the beak

becomes a pair of ears, and the direction that the eye is looking

changes. These structural changes in an object representation that has

been derived from a single visual representation are indicative of

propositional knowledge being brought to bear.

Propositional representations help the object representation settle on one interpretation of  ambiguous figures

Once an object has been propositionally identified, we are able to ‘go beyond’ the available sensory data to use our

knowledge about the world to enhance its object representation. If we are told that an object is ‘round’, or has a ‘hole’,

then we can combine the sensory information that is available now with information that we have experienced in the past

as being common to ‘round’ or ‘holed’ objects (Figure 2.5). If we were told that it was ‘round’, we might actually

interpret it as ‘spherical’, even if the appropriate sensory information (such as shading) is not immediately available. If

we were told that it was a ‘hole’, we might be able to perceive some visual features as belonging to another object that is

visible through it.

The perception of ambiguous figures depends on what the viewer knows, and what they expect to see.

If it were not for the contribution of propositionally derived knowledge about objects, we would be unable to use simple

verbal labels like ‘book’ or ‘desk’ in the structure diagrams of Section 1. We’d have to use descriptions like ‘flattened

Figure 2.4:  ambiguous form

“round”+ =

“hole”+ =

visual

representation

object

representation+ =
propositional

representation

Figure 2.5: the same visual representation can result in different object representations, depending upon
the contribution of the propositional representation
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The transformations of this level of representation are important in providing ‘feedback’ to regulate and co-ordinate our

physical actions, because the limb and articulatory levels are representations of intended actions that have been mainly

produced from the morphonolexical and object levels, but which have been blended with information from the body state

level. If you’ve ever had a tooth filled, for example, you’ll know how difficult it is to rinse your mouth out while the

anaesthetic is preventing you using the body state information to detect the position of your lips - even if you are grateful

for the absence of pain from your tooth.

The three sensory levels of representation, and the propositional level, can all be used to produce the final level of

representation we need, the ‘implicational’ level (‘implic’). This is the most abstract level of all, and it represents the

general meaning of information. So if you see something red, the visual-to-implicational transformation produces a

representation of all the things that you have learnt red to mean – not just the fact that the object is red. If you are

simultaneously hearing a continuous bell ringing, the acoustic-to-implicational transformation will be producing a

representation of the general meaning of the sound of bells – not just the fact that you are hearing a bell. The ‘facts’ are

propositional; their meaning is implicational.

When the outputs of these to transformations are blended together to form a single implicational representation, all of the

common elements combine, in the same way that the object representations derived from visual and propositional

representations could be combined. In the example of ‘redness’ and ‘bells’, you would hopefully form the implicational

representation of ‘dangerousness’. The implicational-to-propositional transformation could then turn this into a direct,

propositional fact that there is something dangerous around.

Figure 2.6 also shows transformation processes that turn the implicational representations into physical effects within

our body, and so can affect our moods (‘som’ means somatic, and ‘visc’ means visceral). The way we interpret the world

can interact with the way we feel, which can in turn affect the way that we interpret the world. When you are feeling tired

and stressed, working to complete a piece of work before a deadline, your computer’s ‘beep’ can seem very much more

annoying than when you are feeling fresh and alert.

Nine subsystems

Figure 2.6 includes many more transformations than we have described so far – all of the shaded triangles indicate a

possible transformation from one level of mental representation to another. To keep the diagram simple, we have not

included all of the arrows that link the different levels together. The object level of representation, for example, can be

used for three different transformations. As well as the object-to-propositional transformation that we have already

described, there is the object-to-limb transformation that controls motor actions, and an object-to-morphonolexical

transformation, which develops as we learn to read fluently, and enables us to ‘hear’ words in our mind as we look at text.

For convenience we can think of all of the transformations that can be made from a given level of representation as part

of the same cognitive subsystem, there being one subsystem corresponding to each level of mental representation. Each

of these subsystems receives the representations it is specialised for, possibly from a variety of sources, and can produce a

variety of representations for other subsystems to receive.

A schematic picture of a typical subsystem is shown in Figure 2.7. It receives representations from the left, and each of

the shaded triangles indicates a different transformation process, with the transformed representations passing out to the

right. The shaded rectangle indicates an additional process, but instead of transforming the incoming representations, this

process copies them, unaltered, into memory.

! transform to X

! transform to Y

! transform to Z

copy to memory

memory

Iincoming
representations

Fig 2.7: the components of each cognitive subsystem

Chaque sous-système
reçoit en entrée des représentations, peut les copier en mémoire, 
et peut les transformer en représentations de niveaux différents.
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muscles.

!speechac

vis

mpl

implic

obj

art

bs

lim

!

obj

!

!

mpl

implic!

!

! !

!

!

!

!

!

!

!

!

!

!

!

prop
art

prop

prop

lim

mpl

implic

mpl

obj

art

lim

som

visc

…etc

…etc

hand

"

"

"

som

visc

hand

mouth

…etc

"

"

"

implic
prop

implic

ac

vis

Fig 2.6: the complete set of mental levels and transformations

Le modèle ICS se décompose 
en 9 sous-systèmes :

• acoustique ;
• visuel ;
• état physique (proprioceptif) ;
• morphono-lexical ;
• objet;
• propositionnel ;
• implicationnel ;
• articulatoire ;
• mouvement.
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Le modèle ICS se décompose en 9 sous-systèmes 
dont 3 sensoriels :

Le sous-système acoustique concerne
ce que l’on entend à l’extérieur de nous.

Le sous-système visuel concerne
ce que l’on voit à l’extérieur de nous.

Le sous-système “état physique” (proprioceptif) concerne
ce que l’on sent à l’intérieur du corps.
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Le modèle ICS se décompose en 9 sous-systèmes 
dont 3 sensoriels, 2 perceptuels :

Le sous-système morphono-lexical concerne
ce que l’on entend dans notre tête, notre voix intérieure.

Le sous-système objet concerne
ce que l’on voit dans notre tête, nos images intérieures.
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Le modèle ICS se décompose en 9 sous-systèmes 
dont 3 sensoriels, 2 perceptuels, 2 centraux :

Le sous-système propositionnel concerne
nos connaissances factuelles du monde.

Le sous-système implicationnel concerne
nos impressions, nos sentiments.
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Le modèle ICS se décompose en 9 sous-systèmes 
dont 3 sensoriels, 2 perceptuels, 2 centraux, et 2 effecteurs :

Le sous-système articulatoire concerne
les mouvements “expressifs” : la parole, l’écriture.

Le sous-système mouvement concerne
nos mouvements “physiques”.
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ICS propose aussi un modèle de la perception visuelle.
Ses principes peuvent être utilisés pour analyser et structurer les 
interfaces graphiques.

Le diagramme structurel
décompose une scène en une hiérarchie d’objets.
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The structure of visual scenes

Although computer displays are produced on two dimensional, flat screens, we use the same perceptual processes to

perceive them as we do to perceive the real, three dimensional world. When we look at a visual scene, whether it is

two or three dimensional, the features, colours, and textures in the sensory information that we receive from our eyes

group together to form objects. The scene as a whole is a structure of objects. The objects have certain qualities -

they stand out from their background and are discrete entities, which can often be named. If we look closely at an

object, though, we can see that it also has a structure, and may be composed of other objects. We can perceive the

world at several different scales, from a

global level, down through many levels of

detail. You could stand at the door of the

room in Figure 1.3 and see ‘an office - a

room with objects in it’. You could then

focus your attention towards the far wall,

which is a plane surface with items of

furniture superimposed on it. Within this

level you could see the window, a chair and

desk. Within the region of the desk you

could see a pad of paper. The pad has a

pencil resting on it, and is written upon.

You could look at the text on the page by

moving down into the structure of the pad,

and moving down again you could see the

individual words that make up the text (if

you were near enough).

This hierarchy can be represented as a

structure diagram, as in Figure 1.4, where

the different horizontal groups in the figure

represent different levels of visual structure.

At each of these levels, sensory patterns of

light are interpreted as forming a group of

individual objects. Each object itself

‘contains’ visual details that can be further

interpreted as another group of objects. The

dotted lines indicate that some objects have

further structural details that we have not

included.

What we actually perceive from moment to

moment is limited by the level at which

we are analysing the scene. While attending

to the pad of paper we can be aware of the

relationships it has to the other objects

within its own ‘group’ – the stacks of

paper, and the books – and we can be aware

of their shared relationship to the desk. We

can also be aware that the pad itself has

some structural details and, if we wanted

to, could attend to some object of this

structure; perhaps looking at a line of text.

The hierarchical structure of the visual

scene, as represented in Figure 1.4, constrains the direction of visual search. After having attended to the far wall,

the words of text cannot be reached by looking at the structure of the window. We have to successively focus in to

the desk, the pad and then the text before we can attend to the words. Likewise, after attending to a line of text,

attending to a book requires a movement back up the structure, to an object that is at the same level of visual detail

as the book (here, the pad of paper).

Book 1

Figure 1.3: a visual scene – an office
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Figure 1.4: a structure diagram of the office scene
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Le diagramme de transition
illustre le déplacement de l’attention qui est contraint 
par le diagramme structurel.

L’objet de l’attention est nommé sujet psychologique.
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The structure of the scene constrains the way people can search through it.

These two ideas – the structure of visual scenes, and the transitions of attention between objects – are the tools that

we will use to analyse the composition of displays. In general, a well composed display will be constructed so that

the user can attend to the appropriate object easily. These tools help us to assess the ease with which a user can

move their focus of attention around between objects. In the next section we will describe how they are derived.

Psychological subjects and transitions

To describe the way that we change the focus of attention, it is

useful to think of the object that is being attended to as the

‘psychological subject’. In the office example of Figure 1.3, there

are several different objects on the desk. We can focus our attention

on any of these objects, and we can shift our attention between

them. Any one of them can be the psychological subject at

different times. Other objects at the same level of decomposition

in the visual scene form its context, and can be used to

discriminate it from other similar or identical objects. Because

these other objects provide information about the subject, they are

collectively called its ‘predicate’.

The object that is being attended to is the

psychological subject. Other objects

in the same group form its predicate.

Figure 1.5 shows part of the office – the group of objects that are on the desk - as attention switches from the pad

to a stack of paper, and then to a book, as indicated by arrows. Adding a lot of arrows to the structure diagram would

make it rather complicated, especially if attention repeatedly moved back to the same object, and so we need to use a

representation that can include time as a dimension.

Figure 1.6 is an example of a ‘transition path diagram’ that describes

the transitions in attention made in Figure 1.5. Each row represents a

different moment in time, and a new focus of attention. One object is

shown on a black background: this is the psychological subject at

that moment. In the first row it is the pad, and the other objects form

its predicate, and are listed in a group to its right. As successive

transitions are made from object to object, each in turn moves left to

become the subject, as shown by the second and third rows. The lines

between the rows show the visual transitions that are made as

attention shifts between the objects.

Figure 1.6 might not seem to offer many advantages over

Figure 1.5, but that is because the transitions were quite simple. As

well as shifting attention between objects within a group, it is also

possible to ‘zoom in’ and ‘zoom out’, attending to an object’s

group - the larger object it belongs to - or to a part of its structure - an object that it visually contains, surrounds,

or is made up of. We need to be able to represent these possible transitions as well.

Structure diagrams show the hierarchical relationships between objects.

Transition Path diagrams show changes in the psychological subject and predicate in time.

Figure 1.7 shows how these ‘up’ and ‘down’ transitions can also be represented in a transition path diagram. As

well as showing the predicate of the psychological subject, each row includes (on the left) the group that the objects

belong to, and (on the right) the constituent structure of the psychological subject. This diagram now contains all of

the objects that could become the subject following a transition in attention. In the first row the pad of paper is

again the subject, but the transition that is made next is ‘up’ the structure, to the desk. The ‘U’ shape linking the

first row to the desk indicates that the transition is ‘up’ the structure from many objects (the pad and its predicate) to

a single object (the desk).

textpencil

pad stack of

paper

stack of

paper

book book

desk

Figure 1.5: transitions in attention between
objects on the desk
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showing the shifts in attention made in
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In the second row the desk is shown as the

subject. Now the predicate consists of the

other objects that are at the same level of

decomposition as the desk - the window

and the chair – and the ‘far wall’ is shown

as the group that they belong to. The pad,

the stacks of paper and the books, that were

the active level of the previous

representation, are now shown as the desk’s

constituent structure. They have moved to

the right, as has the desk. Each time a

transition is made ‘up’ a structure, the old

group moves right to become the new

subject, and the old subject-predicate level

moves right to become the new constituent

structure. In the third row a ‘within level’ transition is made to the window, so that it becomes the subject: the

group remains the same, but the constituent structure changes, to show which transitions ‘down’ the structure are

now possible from the window. The previous subject has become part of the predicate. A point to notice here is that

the objects within the predicate are ‘unordered’ - they are all equally able to become the subject. The second and third

rows are linked by a plain line, to show that the transition is just from one object to another, within the same

group. Finally, in the bottom row a transition is made to a tree – one of the objects that the window ‘contains’ in

its structure. The group of objects that was on the right of the third row has moved left to become the ‘active level’

of the representation in the fourth row. The subject is the tree that is being attended to, the predicate consists of the

other objects in the window’s structure, and the tree’s constituent structure must be included on the right of the row.

The window has also moved left, to become the group. Each time a transition is made ‘down’ a structure, the old

subject moves left to become the new group, and its constituent structure moves left to become the new

subject-predicate level. The ‘inverted-U’ linking the third and fourth rows now indicates that the transition has been

from a single object, the window, to the many objects in its structure.

Transition path diagrams help to make it clear how simple or how complicated it will be for users to move their

attention from object to object within a display. On each row, all of the objects that could be attended to following a

transition are indicated. A transition ‘up’ the structure makes the group and subject-predicate move right in the row.

A transition ‘down’ makes the subject and its constituent structure move left in the row. In Figure 1.7, it took three

transitions to look up from the pad, and to look at a tree. It might take a user of a computer several transitions to

move their focus of attention from the document they are reading on-screen to locate an icon in a menubar,

depending on the structure and grouping of all of the objects. In analysing a display, it is helpful to construct a

structure diagram first, and then to use it to draw transition path diagrams for particular tasks that a user will want to

carry out. The next section shows how this can be done for a typical computer display.

Using diagrams to analyse a display

The ‘office’ example was a real-world, three dimensional structure, but the structural and transition path diagrams can

be used to analyse two dimensional computer displays. The only differences between the two ‘control panels’ in

Figure 1.8 are the boxes that have been drawn around the groups of words and buttons. This might be an aspect of

the design that is left to a designer’s aesthetic judgement, or it might be constrained by the interface software

‘toolbox’.
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Figure 1.8: two ‘control panels’ that differ in the way the objects have been grouped by the designer
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Figure 1.7: transitions as attention ‘zooms out’ and ‘zooms in’

Les transitions
ont lieu dans l’arbre du diagramme structurel entre frères 
et entre parents et enfants.



1.2 Modèle ICS [Barnard]

exercice
Dessiner le diagramme structurel des panneaux de contrôle.
Dessiner les diagrammes de transition pour allumer lumière et 
climatisation dans la salle 133.
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Le regroupement
des objets peut être la conséquence de leur :

• position ;
• couleur ;
• forme ;
• texture ;
• alignement ;
• taille ...
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Exercise Set 1

Draw structure diagrams for these sets of objects – start each with a group called ‘set’ at the top level of the structure

and use up to four levels. Describe the visual attribute that ‘causes’ each group.

(1) (2) (3) (4)

(5) (6)
(7)

Psychological Subjects pop-out

One way to approach the problem of deciding when objects form groups and when they don’t is to consider the

phenomenon of ‘pop-out’. This happens when there are several objects forming a group, and one object that doesn’t join

the group. In Figure 3.3, for example, there are three groups of circles. If you just look at the left hand group, all of the

circles are exactly the same, and none of

them stand out any more than the others.

Because of their ‘proximity’, they are all

members of the same group, and if we

were to draw a structure diagram, each

circle would be represented at the same

‘level’ of the structure as the others

(shown in the left hand part of

Figure 3.4).

The central and right hand groups are

different. In these groups all of the circles

are the same size, but one of them is a

different colour. You have no difficulty in noticing which one it is, because it seems to ‘pop-out’ from the others – and

the structure diagrams for these two groups, shown in the central and right hand parts of Figure 3.4, represent this.

Figure 3.3: pop-out of the psychological subject
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Le sujet pragmatique
est l’objet saillant d’un groupe
(il attire l’attention par ses caractéristiques visuelles).
Il devient le sujet psychologique quand l’attention se porte sur ce 
groupe.
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Exercise Set 1

Draw structure diagrams for these sets of objects – start each with a group called ‘set’ at the top level of the structure

and use up to four levels. Describe the visual attribute that ‘causes’ each group.

(1) (2) (3) (4)

(5) (6)
(7)

Psychological Subjects pop-out

One way to approach the problem of deciding when objects form groups and when they don’t is to consider the

phenomenon of ‘pop-out’. This happens when there are several objects forming a group, and one object that doesn’t join

the group. In Figure 3.3, for example, there are three groups of circles. If you just look at the left hand group, all of the

circles are exactly the same, and none of

them stand out any more than the others.

Because of their ‘proximity’, they are all

members of the same group, and if we

were to draw a structure diagram, each

circle would be represented at the same

‘level’ of the structure as the others

(shown in the left hand part of

Figure 3.4).

The central and right hand groups are

different. In these groups all of the circles

are the same size, but one of them is a

different colour. You have no difficulty in noticing which one it is, because it seems to ‘pop-out’ from the others – and

the structure diagrams for these two groups, shown in the central and right hand parts of Figure 3.4, represent this.
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exemples
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Exercise Set 2

1. Draw transition path diagrams for  Figure 3.3, showing the transitions that are needed to look at a white circle in

each subgroup (you can base them on the structure diagrams from Figure 3.4).

2. Draw a structure diagram for Figure 3.5, indicating which object forms the pragmatic subject of each group.

3. Using this structure diagram, make transition path diagrams to show how a ‘horizontal oblong’ would be located

in the first, second and fourth group (there isn’t a horizontal oblong in the third group!)

Pop-out of groups

Colour and orientation aren’t the only sensory cues that the

visual-to-object transformation can use to pick out part of a

scene as a pragmatic subject.  Other attributes can also be

used – but in a different way. In the two arrays in

Figure 3.6, the size of the circles is varied.

Although it is still easy to find the small circle among the

big ones, it is not quite as easy as finding the big circle

amongst the small ones. The big circle amongst the little

circles is the pragmatic subject of its array, but the group

of big circles is the pragmatic subject of the other array

(Figure 3.7). To make the small circle the psychological subject, a transition from the group is needed. While colour and

orientation were symmetrical (black and white being equally able to pop-out) and it was an object’s ‘difference’ that was

the cue, here the attribute is ‘asymmetrical’, and the visual-to-object transformation always favours the larger-sized

objects.

The same asymmetry can be seen with the length of lines

in Figure 3.8. The reason for this asymmetry is that the

size of a visual object is related to its closeness to us – in

general, the larger an item is, the nearer it is. The

visual-to-object transformation is now choosing the closer

object as more likely to be of interest, and so makes it the

pragmatic subject. Again, this seems to make sense in

terms of the real world: if you are in a tree picking apples,

the ones that are visually larger are more likely to be

within reach than the ones that are visually smaller. The

same rule of thumb applies to contrast and brightness,

since as things get closer to us they reflect more light, and

are less obscured by anything that is in the air.

In many situations computer interface designs can take

advantage of this bias towards difference and nearness. Like

the white-on-black convention that we have adopted for

representing the psychological and pragmatic subject, words

and icons that are ‘selected’ usually become highlighted in

some way, partly to provide feedback about the selection, but

also to make sure that the user is actually attending to the

part of the display that they have acted on.

Objects or groups that are larger or brighter

appear nearer and can be pragmatic subjects.

Options on menus and in dialogues that are unavailable are

shown ‘greyed out’ by reducing their contrast – this indicates

their unavailability, and also makes them less likely to be attended to, since they will no longer form part of the group

that is the psychological subject when the menu or dialogue is viewed. In Figure 3.9, for example, a set of commands

that operate on Tables in a word-processor are greyed out when the user has selected an ordinary paragraph of text – the

Figure 3.6: asymmetry of pop-out for different size
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Figure 3.7: structure diagrams for Figure 3.6

Figure 3.8:  asymmetry of pop-out for line length
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Exercise Set 5

1. Draw the structure diagram for Figure 5.1b, showing the representations formed without any propositional

knowledge, so that objects are perceived as 2d.

2 Draw the structures with propositional input, so that they are perceived as ‘empty boxes’.  Which object is the

pragmatic subject?

3. Look back to the structure diagrams that you drew for questions 2 and 3 in Exercise Set 4 (for the document

icons). Which of the document icons is the most ‘complex’?

4. Draw structure diagrams for these two arrays of icons, and identify which icon, if any, is the pragmatic subject:

Learning the meaning of objects

A computer user who was searching through the abstract and representational icon arrays of Figure 5.1 had to generate

mental images of ‘target’ icons that they then compared the ‘candidate icons against. Before the experiment could begin,

the users had to learn what each of the icons ‘meant’ – propositional knowledge. When they were then asked to ‘find the

icon for delete line’, they were able to retrieve their propositional knowledge and use it to generate an object

representation of the icon that they were looking for, without any visual information.

In practice, users can never be given exhaustive training on computer programs, to make sure that they know exactly

what every icon looks like and means, nor what the structure of every dialogue box is going to be. What users will learn

about the structure of interface objects depends on how they use them, as was shown by two hypertext databases that used

versions of the same display design, with one slight difference (Figure 5.4).

The prototype ‘visitors guide’ had been built to let people read text and see pictures of York. They could navigate by

clicking on ‘hot spots’ in the text, or by using a set of buttons at the foot of the screen. In Version A of the interface,

these buttons allowed them to access a schematic ‘map’ of all of the screens, an alphabetic ‘index’ of the screens’ titles,

Welcome to York

MAP INDEX BACK ONE RESTART

Welcome to York

MAP BACK ONE RESTART

(a) (b)

Figure 5.4: The two versions of the York Hypertext interface
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Lorsqu’on utilise des icones, il faut porter la plus grande attention 
à leur sujet pragmatique.
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•4• Searching through structures

Pragmatic Subjects and Icon search

As the number of icons on an interface increases, and the range of functions that have to be represented proliferates, there

is a tendency to design the icon to ‘represent’ the function in an almost pictorial way. This has a clear advantage when the

icon is presented to users on its own, because it is easy for them to ‘see’ the relationship between the icon and its

function (Figure 4.1). What is not so clear-cut is the effect upon the icons ‘findability’.

Figure 4.1 shows representational and abstract icons that have both been used to stand for the same set of word-

processing commands. The representational icons all look like pages of a document, with lines of text and arrows or

boxes indicating the result of their function. The abstract icons are much simpler, and although they too provide some

sort of semantic link between their appearance and their function, you really have to know what the possible functions are

to work out what each icon might do. This sort of information, of course, is represented at a propositional level.

In experiments where the position of the icons in the array varied, people using the representational set took longer to

find the one they wanted than did people using the abstract set. If the icons were kept in the same position from trial to

trial, so that users could remember the rough location within the array of each icon, and could ‘look’ straight for them

without searching, the differences between the icon sets narrowed markedly.

The structure diagrams in Figure 4.2 show four of the icons from Figure 4.1: the two from each set that represented

‘insert line’ and ‘delete line’. The icons from the representational set clearly have a more detailed structure than the icons

from the abstract set, but they also have the same pragmatic subject as each other. To tell them apart, the user has to

attend to their predicate as well as to the subject.

Abstract IconsRepresentational Icons

Figure 4.1: the representational and abstract sets of word-processing icons
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Representational Icons Abstract Icons

Figure 4.2:  structure diagrams of two representational and abstract icons
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When the time that it took people to find

each icon was compared with its internal

structure, a clear relationship was found

(Figure 4.3). The greater the degree of

similarity that the icon’s structure had to

other icons in its set, the longer it took to

find an icon. This suggests that users use

their propositional-to-object

transformation to access their knowledge

about the icon, or about its meaning. This

provides them with an object level mental

image of the ‘target’ icon that they are

looking for, and they can then compare

‘candidate’ icons from the array with this

internal mental image to see if they

match.

An icon in an array would be a candidate if

it had the right pragmatic subject, and it

would match the target if it also had the

right predicate. Icons that needed more

objects of their predicate to be evaluated to

be discriminated from other potential

candidate icons would take longer, overall,

to locate.

People can search for a target rapidly by looking for objects that have its pragmatic subject

This helps explain why the representational icons took longer to find – it wasn’t because they were representational, but

because they were all so similar – and even within the sets, it was possible to show that the more complex the

discrimination, and the more candidates that shared its pragmatic subject, the longer it took to locate an icon. In the

abstract icons the pragmatic subjects are mainly different, which means that the search can be carried out at the level of

the icon, using the more salient information. You might remember a similar effect of the pragmatic subject from the very

first figures in this guide (Figures 1.1 and 1.2). Figure 4.4 again shows an array where all the icons in the window have

different pragmatic subjects.

These icons form a group of icons in an

array, but their visual structures do not

lead the user to see them as forming any

subgroups. When an icon is searched for

in this array, the icons can be

discriminated from one another by their

pragmatic subjects, without their structure

needing to be evaluated. As you look from

icon to icon in this array, you make the

visual transitions represented in

Figure 4.5.

None of the icons in this array have any

real advantage over each other: if you

‘know’ what icon you are searching for,

and can form an ‘object’ image of the

target, then you can probably locate it

quite rapidly. Try finding the icon in

Figure 4.4 that looks like a dog sitting

next to a Macintosh computer.

a b c d e f

1000

1200

1400

1600

1800

2000

2200

2400

search time
(milliseconds)

a b c d

Abstract Icons Representational Icons

Figure 4.3: the more complex the discrimination, the longer it took to find
an icon.

Figure 4.4: icons with different psychological subjects, in a Macintosh
Window
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In contrast, try finding the icon in Figure 4.6 that contains a picture of a Macintosh computer.  Now the subjects of

many of the icons are similar, and you have to evaluate more information about each icon, as with the representational

icons of Figure 4.1. The corresponding

transitions are shown in Figure 4.7.

The pragmatic subject of each icon is the

‘slider box’ that surrounds each icon’s

contents, and so it is not possible to ignore

them and locate the Macintosh directly. Each

time an icon is attended to, a transition must

be made away from the pragmatic subject to

examine the rest of the icon’s contents.

Again, none of the icons have much of an

advantage over each other, but this array is

harder to search than the one shown in

Figure 4.4, because more transitions are

required to search through its structure. In

Figure 4.7, three icons are searched before

the correct one is found – with 12 icons, the

average number of icons that would be

evaluated in this way would be 6.5!

As with the circles of different colour, and the

lines of different orientation, when one icon

in an array has a completely different

icon
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Figure 4.5: a transition path diagram showing the search for an icon in Figure 4.4

Figure 4.6: different icons that share subjects
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pragmatic subject to the others, pop-out happens, and

that particular icon is very easy to find - this is shown

in Figure 4.8. The icon that does not belong to the

group of ‘Word’ document icons pops out from the

array. Even though the Word icons are not all

identical, and have different text labels, they are

difficult to search through. The Word icon that is

‘different’ to the others still has the same subject (the

document shape) and also shares a predicate object (the

large ‘W’) and so is nothing like as easy to locate as

the ‘!’ icon.

To summarise, if you are designing an array of icons

that people will have to search frequently, it is

sensible to give them different pragmatic subjects,

rather than different predicates. However, having

different pragmatic subjects will make the icons ‘look’

different, and so the array itself might be harder to pick

out.

An object’s structure affects
grouping

The examples of pop-out we have seen so far have shown that changing one attribute of an object can affect the structure

of the scene, by determining which other objects it will or will not form a group with. As well as changes to attributes,

changes to an object’s own internal structure can also affect

grouping: structure affects structure!

The arrays (a) and (b) in Figure 4.9 contain two types of object.

One is a simple circle, the other is an incomplete circle – a

small part of the circumference is missing. When the incomplete

circle is placed amongst an array of complete circles (a), it is

easy to see the incomplete circle. The opposite is not true – in

array (b) it is much harder to locate the complete circle amongst

a number of incomplete circles.

When we draw structure diagrams for these two sets of circles,

we have to show the incomplete circle in set (a) forming a

pragmatic subject, to make it clear that it pops-out. For set (b),

we have to show the complete circle as part of the same group

as the incomplete circles, because it doesn’t pop-out.

Figure 4.10 shows how these groups are composed (not all of

the circles are shown). In the Figure we have described the incomplete circles as ‘circles plus gaps’ – in effect, we are

saying that they actually have two components to their structure, while the complete circles are just circles, and have no

further structure.

When most of the objects within a group are simple,

and do not have a structure, a similar object that does

have a structure cannot form a group with them at

the same level. The simple objects form a subgroup,

and the complex object becomes a pragmatic subject,

as in Figure 4.9(a). In contrast, when most of the

objects within a group are complex, with a common

pragmatic subject and a structure, simple objects that

consist of the same pragmatic subject but nothing

else, are able to join the group: as in Figure 4.9(b),

they are simply perceived as similar to the other

objects, but less complex. They are able to ‘hide’

amongst the noise of the other objects’ complexity.

Figure 4.8: pop-out in an array of icons

(a) (b)

Figure 4.9: asymmetry of pop-out due to structural
differences
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Figure 4.10: complexity of structure affects pop-out
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Les techniques d’analyses structurelles d’ICS valent pour 
tous les niveaux de représentation des sous-systèmes.

Les diagrammes structurel et de transitions peuvent donc être 
utilisés pour analyser les interfaces aux niveau purement visuel, 
mais aussi au niveau “tâches”.
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évaluation du modèle

Le modèle ICS :
• fournit un cadre plus détaillé que le “processeur humain” 
  de Card et al. ;
• prend en compte plusieurs modalités ;
• propose des règles de structuration pour les interfaces 
  graphiques.

Cependant, il est difficile à appliquer car il comporte un grand 
nombre de règles et il nécessite des connaissances en 
psychologie. 



1.3 Modèle de Rasmussen [1986]



1.3 Modèle de Rasmussen [1986]

évaluation du modèle

Le modèle  de Rasmussen :
• fournit un cadre simple pour la modélisation des niveaux 
  d’expertise de l’utilisateur ; et
• complète la théorie de l’action de Norman. 
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Fig. 3.3 : Distances sémantiques et distances articulatoires.

3.5. Evaluation de la théorie

de l'action

La théorie qui vient d'être présentée ne prétend pas être la théorie de

l'action mais une théorie sur les processus cognitifs sous-jacents à la

réalisation d'une tâche. Avec son point de vue cognitif, cette théorie

complète les modèles GOMS et le Modèle du Processeur Humain en

plusieurs points : elle précise la notion d'état, elle prend en compte les

erreurs, elle explique les difficultés de l'utilisateur et justifie l'utilité de la

notion de modèle conceptuel.



1.4 Théorie de l’action [Norman, 1986]

La théorie de l’action de Norman [1986] est une théorie sur les 
processus cognitifs sous-jascents à la réalisation d’une tâche,
présentée dans “User Centered System Design”.

L’individu élabore des modèles conceptuels, 
reflets de son comportement.
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Un modèle conceptuel
est une représentation mentale qui dépend 
• de la connaissance acquise ; 
• de la compréhension de la situation présente ;
et qui évolue dans le temps grâce à l’expérience.

Plusieurs modèles conceptuels cohabitent :
• celui du concepteur à propos du système et de l’utilisateur ;
• celui de l’utilisateur à propos du système ; et éventuellement
• celui du système à propos de l’utilisateur.
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Le modèle de conception
est le modèle conceptuel de l’outil.
C’est celui que se forme le concepteur à propos du système et 
de l’utilisateur.
Il découle d’études de besoins, de la compréhension des tâches 
et des utilisateurs.

Le modèle de l’utilisateur
est le modèle conceptuel que se forge l’utilisateur de l’outil qu’il 
utilise au travers de son image (de son interface).

Le but d’une bonne conception est de construire une image 
telle que le modèle de l’utilisateur coïncide avec le modèle 
de conception.
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Dans le cas de l’outil informatique, et des programmes 
“intelligents”, un troisième modèle conceptuel peut exister :
le modèle que le système a de l’utilisateur.
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L’image ou l’interface est la passerelle entre :
• le monde physique du système informatique ; et
• le monde psychologique de l’utilisateur.

Modélisation de l'action
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toujours facile à franchir même dans les cas les plus simples de la vie

courante.

Modèle
du concepteur

Modèle
de l'Utilisateur

ORDINATEUR

Image

Système

Modèle

Utilisateur

Utilisateur type

Fig. 3.1 : Modèles conceptuels et notion d'image.

Prenons comme exemple une illustration inspirée de [Norman 86]. La

tâche considérée consiste à remplir une baignoire équipée de deux robinets

indépendants, l'un pour l'eau chaude, l'autre pour l'eau froide. Du point de

vue de l'utilisateur :

• les éléments signifiants comprennent :

- d, le débit total de l'eau et

- t, la température du bain.

d et t sont les variables psychologiques qui interviennent dans l'expression

du but visé.

• l'outil "baignoire à 2 robinets indépendants" se manifeste par quatre

variables physiques :

- dc, le débit du robinet d'eau chaude,
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Le monde physique et le monde psychologique utilisent des 
langages spécifiques.
Le passage d’un monde à l’autre nécessite la traduction d’un 
langage à l’autre.
Cette traduction est une étape difficile qu’il convient de faciliter.

L’utilisateur modélise le monde en terme 
de variables psychologiques ψ.

Le monde réel se manifeste en termes 
de variables physiques φ.
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exemple tiré de [Norman, 1986] :

La tâche consiste à remplir une baignoire avec de l’eau à une 
température donnée, la baignoire étant équipée de 2 robinets, 
l’un pour l’eau froide, l’autre pour l’eau chaude.

Les variables psychologiques sont
d, le débit de l’eau et t, la température du bain.
Les variables physiques sont
dc et tc, le débit et la température de l’eau chaude, et
df et tf, le débit et la température de l’eau froide.

La traduction φ vers ψ s’obtient par :

d = d f +dc ; t = dc×tc+d f×t f
d f +dc
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La réalisation d’une tâche comporte 7 étapes.Modélisation de l'action
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Fig. 3.3 : Distances sémantiques et distances articulatoires.

3.5. Evaluation de la théorie

de l'action

La théorie qui vient d'être présentée ne prétend pas être la théorie de

l'action mais une théorie sur les processus cognitifs sous-jacents à la

réalisation d'une tâche. Avec son point de vue cognitif, cette théorie

complète les modèles GOMS et le Modèle du Processeur Humain en

plusieurs points : elle précise la notion d'état, elle prend en compte les

erreurs, elle explique les difficultés de l'utilisateur et justifie l'utilité de la

notion de modèle conceptuel.
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1. Établir un but
Un but est la représentation mentale d’un état désiré soit
un ensemble de valeurs Bψ. 
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3.5. Evaluation de la théorie

de l'action

La théorie qui vient d'être présentée ne prétend pas être la théorie de

l'action mais une théorie sur les processus cognitifs sous-jacents à la

réalisation d'une tâche. Avec son point de vue cognitif, cette théorie

complète les modèles GOMS et le Modèle du Processeur Humain en

plusieurs points : elle précise la notion d'état, elle prend en compte les

erreurs, elle explique les difficultés de l'utilisateur et justifie l'utilité de la

notion de modèle conceptuel.

L’état du système est caractérisé par des valeurs Eφ.
Pour pouvoir comparer le but à l’état courant du 
système, il faut donc traduire cet état physique en 
variables psychologiques : Eψ.
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2. Former une intention
La distance entre Bψ et Eψ amène à l’intention Iψ qui est la 
décision d’agir pour atteindre B en supprimant cette distance.
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3.5. Evaluation de la théorie

de l'action

La théorie qui vient d'être présentée ne prétend pas être la théorie de

l'action mais une théorie sur les processus cognitifs sous-jacents à la

réalisation d'une tâche. Avec son point de vue cognitif, cette théorie

complète les modèles GOMS et le Modèle du Processeur Humain en

plusieurs points : elle précise la notion d'état, elle prend en compte les

erreurs, elle explique les difficultés de l'utilisateur et justifie l'utilité de la

notion de modèle conceptuel.

Il reste à parcourir la distance sémantique qui sépare 
l’intention psychologique des actions physiques.
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3. Spécifier la suite d’actions
La suite d’action physiques Aφ résulte de la traduction de Iψ.
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3.5. Evaluation de la théorie

de l'action

La théorie qui vient d'être présentée ne prétend pas être la théorie de

l'action mais une théorie sur les processus cognitifs sous-jacents à la

réalisation d'une tâche. Avec son point de vue cognitif, cette théorie

complète les modèles GOMS et le Modèle du Processeur Humain en

plusieurs points : elle précise la notion d'état, elle prend en compte les

erreurs, elle explique les difficultés de l'utilisateur et justifie l'utilité de la

notion de modèle conceptuel.

La traduction requière la connaissance des 
correspondances entre variables ψ et φ et entre 
variables φ et dispositifs de contrôle.
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4. Exécuter la suite d’actions
L’exécution de Aφ met essentiellement en jeu le savoir-faire 
moteur.
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3.5. Evaluation de la théorie

de l'action

La théorie qui vient d'être présentée ne prétend pas être la théorie de

l'action mais une théorie sur les processus cognitifs sous-jacents à la

réalisation d'une tâche. Avec son point de vue cognitif, cette théorie

complète les modèles GOMS et le Modèle du Processeur Humain en

plusieurs points : elle précise la notion d'état, elle prend en compte les

erreurs, elle explique les difficultés de l'utilisateur et justifie l'utilité de la

notion de modèle conceptuel.

5. Percevoir l’état du système
Les valeurs de Eφ sont perçues par l’intermédiaires des sens.
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6. Interpréter l’état actuel
L’interprétation est la phase de traduction de Eφ en termes de 
variables psychologiques Eψ.
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3.5. Evaluation de la théorie

de l'action

La théorie qui vient d'être présentée ne prétend pas être la théorie de

l'action mais une théorie sur les processus cognitifs sous-jacents à la

réalisation d'une tâche. Avec son point de vue cognitif, cette théorie

complète les modèles GOMS et le Modèle du Processeur Humain en

plusieurs points : elle précise la notion d'état, elle prend en compte les

erreurs, elle explique les difficultés de l'utilisateur et justifie l'utilité de la

notion de modèle conceptuel.

7. Évaluer le résultat
La comparaison de Eψ avec Bψ peut amener à modifier le plan 
d’action et à repartir pour un nouveau cycle.
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La théorie de l’action introduit :
• la distance d’exécution ; et
• la distance d’évaluation.
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3.5. Evaluation de la théorie

de l'action

La théorie qui vient d'être présentée ne prétend pas être la théorie de

l'action mais une théorie sur les processus cognitifs sous-jacents à la

réalisation d'une tâche. Avec son point de vue cognitif, cette théorie

complète les modèles GOMS et le Modèle du Processeur Humain en

plusieurs points : elle précise la notion d'état, elle prend en compte les

erreurs, elle explique les difficultés de l'utilisateur et justifie l'utilité de la

notion de modèle conceptuel.

Elles se décomposent chacune en :
• distance sémantique ; et
• distance articulatoire.
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En résumé,
l’objectif du concepteur et du réalisateur est 
de réduire les distances mentales par le biais 
de l’image du système.
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complique les opérations de traduction et, par voie de conséquence,

l'utilisation du système. D. Norman distingue la distance d'exécution de la

distance d'évaluation.

3.4. Distance d'exécution

    et distance d'évaluation

La notion de distance exprime la dissimilitude entre la représentation de

l'image et celle maintenue dans le modèle de l'utilisateur. La distance

d'exécution traduit l'effort de mise en correspondance entre la

représentation mentale interne de la tâche à effectuer et la représentation

physique externe imposée par l'image. La distance d'évaluation traduit

l'effort cognitif inverse (voir la figure 3.2). Puisque, de fait, ces distances

sont inévitables, l'objectif du concepteur est d'en raccourcir la longueur par

l'intermédiaire de l'image

DISTANCE D'EXECUTION

DISTANCE D'EVALUATION

BUTS
SYSTEME

PHYSIQUE

Fig. 3.2 : Les distances d'exécution et d'évaluation.

Du point de vue linguistique, l'image est un langage d'interface constitué

de deux dialectes : l'un pour spécifier les expressions d'entrée, l'autre pour

présenter les concepts du système sous forme d'expressions de sortie. Elle

peut donc s'étudier selon les deux composantes : sémantique et forme.

Hutchins et ses co-auteurs intègrent ces deux vues et parlent de distance

sémantique et de distance articulatoire  [Hutchins 86] :

1) La distance sémantique exprime les relations entre les buts que

l'utilisateur s'est fixé et la signification des expressions du langage

d'interface. Elle traduit l'effort de mise en correspondance entre la
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évaluation du modèle

La théorie de l’action :
• précise la notion d’état : l’état perçu est la traduction 
  de l’état effectif sous forme de variables psychologiques ;
• prend en compte les erreurs ;
• explique les difficultés des utilisateurs ; et
• identifie les phases où l’utilisateur effectue des interprétations.

Cependant, elle donne peu d’informations sur le travail de 
l’informaticien pour concevoir et développer des applications 
intégrant la théorie de l’action.


