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Timetable

This half-day tutorial is divided into three sessions, each of which will last about an hour.

Session 1: The cognitive framework

This session will introduce the Interacting Cognitive Subsystems (ICS) framework, and show how th
notion of levels oimentalrepresentation and informatidlow can beused to understand range of
everyday tasks.

The ideas of information structure and transformation wilinb@duced, ananultimodal phenomena
used to illustrate the different routdst information can takéhroughthe overall architecture, and the
different consequences that this can have for perception.

Session 2: Application to HCI

The cognitive framework introduced in session one will be applied to a range of HCI scenarios.

The aim here is tshow how an understanding thie cognitiveresources required to use iaterface

can help thelesigner taanticipate usabilityproblemsand, more importantly,can help them identify
design resolutions.

Session 3: Tools and Techniques

The handbookwill be introduced, andthe notational techniques developémt the analysis of
representational structure will lmkescribed.These will be illustratedhrough visual structures, task
structures and acoustic structures.






Abstract

This Guide is intended thielp people whalesign computeinterfaces touse psychological principles to construct the
appearance of computer interface objects, #ieangement otthe display, their behaviouandtheir relationship to the
users’ tasks.

There are manpooks thatprovide ‘guidelines’ fordesigning interfaces — some tell you hamdwhen to usdlifferent
colours and typefaces, how to format columns and tables, and how to make your designs aesthetically @apEeaing.
not one of those books.

Although they provide a valuable service, and sometimes also try to explain wharém@pviding theadvicethat they
do, guidelinesare intended to bprescriptive — telling you what you should fiw eachpart of an interfaceYou can
follow all of the advicethat theyprovide for every individuapart of yourinterface,and still find that you produce a
design that is not ‘easy to use’. Books of guidelines cannot tell you haecidefor yourself whether amterfacewill

be usable, nor how to identify the problematic parts of the design so that you can improve them. That is Bhatethis
tries to do.

It will introduceyou to some psychologicadeasabout perceptiomndcognition —the processes by which people see
objects in the world, recognise them, search between them, and use treaohtbeir goals. Thdechniqueghis Guide
teaches you will let you decide how difficult it will be for people to group objects together, to tell objects apeatcho
for objects, and to switch their attention from one part of the display to anothedovititneed to be g@sychologist to
read this Guide, but when you have read it, you should be able to use these ideas to analyse your interface designs.

Organisation of the Guide

The Guide is organisethto severalsections.Eachsectionintroducesyou to someideasabout cognition, with some
examples, and shows you how these ideas can be seen to affect the usahiidfacBdesigns. The key points igach
section are highlighted like this:

Oepr this is a key point,
and a key term is shown like this.

These key points are summarised at the end of the Guide, so you can use these as an index to refer teaasscular
several points in the Guide there are exercises for you to tgheikthat youunderstandhow theideas can be used in
practice.

The sections build on each other, introducing the simpler ideas first and the more complicated ideas latéhjsaish%o
a book that you can ‘dip into’, like a collection of guidelines might be. You have to read it through sectiectiby —
but when youhavedonethat, we hope that you'lhave learnt enough tput your new skills into practice,without
needing to keep the Guide by your side.
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1 Techniques for analysing structure

Perception is active

Our visual environment isnade up ofobjectsratherthan featuresWhen welook around aroom weseedifferent

objects, for instance, some books on a desk. iaigfor us to‘see’ the pile of books as aarea of differenhues

and shades, although that is whatepresented byhe pattern ofight that is arriving at our eyes. Tlpeocess of
perception is one of structuring the sensory information that we receive from objects in the environment so that we
can interact with them. We need to be able to see a shffevently colouredplanesandsurfaces avelonging to a

single object, a book, that is distinct from the other planes and surfacespiestenthe desk andhe otherbooks.

If we pick up a book, wexpectall of the parts of the sensoworld that ‘belong’ to it to move together in a
predictable way, and for all of the parts that belong to the ‘desk’ to stay where they are. If we try to pistaakp a

of books, we know that the individual books might not remain as a stack, and that the stack céeatddbm the

same way as the individual books that it is made of.

These detaileibout the structure of objectsd their
inter-relationshipsare not explicitly contained in the
visual information. It must beinterpreted, by
combining the visual information wittknowledge
about the world, which wéave learntthrough our
lifelong experience of interactingith it. This is why
we cansay thatperception is active proceddending
knowledge and sensation. The structure of the
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interpretations of its structure. HTML Editor Mossic Redsoape

Computer displays are just like the rest of tarld in
this respect. Figure4.1 and1.2 show two groups of Figure 1.1: an array of different icons
icons - one of these is a group differenticons, the
other a collection of vergimilar icons. InFigure 1.1, ifthe user knows what articular icon in thdirst array
looks like, the dissimilarity will make it easier to locate - it may even seem to ‘pop-out’ froarrthe But if they
do not know what an icon looks like, and havergadall of the names, they mdind it difficult to ‘separate’ the
text labels from the ‘background’ of icons.

In Figure 1.2 the icons are all very similar, andesen ifthe user knows what the icon of tdecumenthey are
searching for looks like, they may find it harder to locate than in the previous figure. However, tlsemitamity

of the individual icons makes it much easier for the user to ‘grtheh as a singlegrderedarray,andfor them to
form a ‘background’ against which the text labeltandout. In this figure, the informatiomprovided by the
appearance of each icon is less important tharfatttehat they cluster together to saye're all documents”this

becomes an attribute of the grotgtherthan just an
attribute of each separate icon.

Designing a computer display is all about choosing

the form of objects and arrangitigem within atwo- @h
dimensionalarea ofthe screen. Ag-igures 1.1 and  blending again  blending revision  Blendingchapter
1.2 show, acorrect choice ofform and arrangement
can affect the waghat objectsare perceived andealt

with by the user of the computer. Further thais,

you need tothink about thestructure oftasks, and
about the relationshipisetweenobjects on thescreen %
and any sounds that the system makes.

[
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In this Guide wewill explain someideasthat can ’ =t E o

help you to think about the way that peopérceive
interfaces,and teachyou techniqueswhich you can Figure 1.2: an array of structurally similar icons
use to analyse designs. We'll start lyoking at
visual scenesandthenintroducesome psychologicdtieas tohelp you understandhe way that peopl@erceive,
think and act. This will let us extend the techniques to multimodal interfaces.




Modelling multimodal interaction

The structure of visual scenes

Although computer displays are produced on two dimensional, flat screens, we use tipersaptaal processes to
perceive them as we do to perceive the real, three dimensional world. When we look at a visualhsteaeijt is

two or three dimensional, the features, colours, and textures in the sensory information that we receivesfresn our
group together to form objects. Theene as avhole is a structure of objects. The objelttsve certain qualities -
they stand out from thelvackgroundand arediscreteentities, whichcan often benamed. If welook closely at an
object, though, we can see that it also has a strucndenay becomposed obther objects. Wean perceive the

Figure 1.3: a visual scene — an office

( office )
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el \\_ , ! N e \\
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Figure 1.4: a structure diagram of the office scene

world at several differenscales, from a
global level,downthrough many levels of
detail. You could stand athe door of the
room in Figure 1.3 and see ‘an office - a
room with objects in it'. Youcould then
focus your attentiortowardsthe far wall,
which is a planesurface with items of
furniture superimposed oit. Within this
level you could see the window,chair and
desk. Within the region of thedesk you
could see gad of paper. Thepad has a
pencil resting onit, and is written upon.
You couldlook at the text on thepage by
moving downinto the structure of thepad,
andmoving down again youcould see the
individual wordsthat make up the text (if
you were near enough).

This hierarchy can be represented as a
structure diagram, as iRigure 1.4, where
the different horizontal groups in tHigure
represent different levels of visual structure.
At each of these levels, sensory patterns of
light are interpreted aforming a group of
individual objects. Each object itself
‘contains’ visualdetailsthat can be further
interpreted as another group of objects. The
dotted lines indicate that some objeltse
further structural detailshat wehave not
included.

What we actually perceive from moment to
moment is limited by the level athich
we are analysing the scene. Whilitending

to the pad ofpaper we can baware of the
relationships it has to the other objects
within its own ‘group’ — the stacks of
paper, and the books — and we caratvare

of their shared relationship to the desk. We
can also beawarethat thepad itself has
some structuratletails and, if wewanted
to, could attend tosome object ofthis
structure; perhaps looking at a line of text.

The hierarchical structure ofthe visual

scene, as representedrigure 1.4, constrains thalirection of visual search. Aftethaving attended tathe far wall,

the words of text cannot be reached by looking at the structure of the windolawy/éo successively focus in to
the desk, thgad anadhen the texbefore we can attend tihve words. Likewiseafter attending to dine of text,
attending to a book requires a movement back up the structure, to an object that is at the same levetetailisual

as the book (here, the pad of paper).
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| Opr The structure of the scene constrains the way people can search through it.

These two ideas — the structure of visual scenes, and the transitions of atietvieenobjects —arethe tools that
we will use to analyse the composition of displays. In general, acaelposed displayvill be constructed sahat

the usercan attend tdhe appropriate objectasily. Thesetools help us to assess thasewith which a user can
move their focus of attention around between objects. In the next section we will describe how they are derived.

Psychological subjects and transitions

To describehe way that wehangethe focus of attention, it i
useful to think of the object that is beirgjtended to as the desk
‘psychological subject'. In the office example leigure 1.3,there
are several different objects on the desk. We can focus our attentio
on any of these objecteind wecan shift our attentionbetween
them. Any one of thencan bethe psychological subject g
differenttimes. Other objects at the same level of decomposit
in the visual scene form its context, and can be used tq
discriminate it from othersimilar or identical objects. Because
these other objects provide information about the subject, they are i~ RN
collectively called its ‘predicate’.

ad stack of) (book) (book)
= lpaperl 2NN

VAN

Figure 1.5: transitions in attention between
objects on the desk

| o The object that is being attended to is the
psychological subject.  Other objects
in the same group form its predicate .

Figure 1.5 shows part of the office — the group of objectsatebnthe desk - asttention switches from the pad
to a stack of paper, and then to a book, as indicated by arrows. Adding a lot of arrows to the diagcamewould
make it rather complicated, especially if attention repeatedly moved back to the same object, aneesbtaese a
representation that can include time as a dimension.

Figure 1.6 is an example of a ‘transition pdtagram’that describes
the transitions in attention made in Figure 1.5. Eachnepresents & W . (stack of  stack of
different moment in time, and a new focus of attention. One objec paper paper
shown on a blaclbackground:this is the psychological subject 2
that moment. In the first row it is the pad, and the other obfeots | o'oY (4 stack of
its predicate,and arelisted in a group tdts right. As successive| | paper (p paper PO bOOk)
transitions are made from object to objexdch inturn moves left to
become the subject, as shown by the second and third rows. The
betweenthe rows show the visual transitions thate made as
attention shifts between the objects.

book book)

(pad stack of  stack of book)
paper paper

Figure 1.6 might not seem to offer many advantages over Figure 1.6: a transition path diagram
Figure 1.5, but that ibecauseahe transitionsvere quite simple. As |  showing the shifts in attention made in
well as shifting attentiotbetweenobjects within a group, it is also Figure 1.5

possible to ‘zoom in’and ‘zoom out’, attending to an object’s

group - the larger object it belongs to - or to a part okitacture - an object that it visually contaissyrounds,
or is made up of. We need to be able to represent these possible transitions as well.

| o Structure diagrams show the hierarchical relationships between objects.
Transition Path diagrams show changes in the psychological subject and predicate in time.

Figure 1.7 shows how these ‘um@nd ‘down’transitionscanalso berepresented in &ansition pathdiagram. As

well as showing the predicate of the psychological subject, each row includes (on the left) the group that the objects
belong to, and (on the right) the constituent structure of the psychological subject. This diagram now contains all of

the objects thatould becoméhe subject following a transition in attention. In the first row phd of paper is
again the subject, but the transition thatmadenext is ‘up’ the structure, to the desk. The shapelinking the
first row to the desk indicates that the transition is ‘up’ the structure from many objects (taedjisdpredicate) to
a single object (the desk).
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In the second row thdesk isshown as the

subject. Now thepredicateconsists of the

[ngge‘:f Sg":;e‘:f book book] —[pencil text] other objects thaare atthe same level of
decomposition as thelesk - the window
_ _ T and the chair -andthe ‘far wall’ is shown
{WmeW chair ]—{pad paper  paper 0%K book] as the group that they belong to. Tibee,
the stacks of paper and the books, therte

the active level of the previous

{ desk  chair }_{”ee cloud tfee} representation, are now shown as desk’s

constituent structure. Thedyave moved to

. the right, as has theesk. Eachtime a
{ cloud — tree )_{bramh trunk bra”"h) transition ismade‘up’ a structure, the old

group moves right tobecomethe new
subject,andthe old subject-predicate level

Figure 1.7: transitions as attention ‘zooms out’ and ‘zooms in’ - -
moves right to become the new constituent

structure. In the third row avithin level’ transition ismade tothe window, so that ibecomes the subject: the
group remains the same, but the constitigtntcture changes, to show which transitiGimvn’ the structure are
now possible from the window. The previous subject has become part of the predicate. A point teer®icthat
the objects within the predicate are ‘unordered’ - they are all equally able to become the subjsetofitieand third
rows arelinked by aplain line, to show that the transition is just from one object to another, withiisatine
group. Finally, in the bottom row a transition is made tibea —one of the objects that theindow ‘contains’ in
its structure. The group of objects that was on the right of the third rombeadleft to becomethe ‘active level’
of the representation in the fourth row. The subject is the tree that is dttendedo, the predicateconsists of the
other objects in the window’s structure, and the tree’s constituent structure must be included on the right of the row.
The window has alsmovedleft, to becomethe group.Eachtime a transition isnade ‘down’ astructure, the old
subject moves left tdecomethe new group,and its constituentstructure moves left tdoecomethe new
subject-predicate level. The ‘inverted-U’ linking the third and fourth rows imolicatesthat the transition halseen
from a single object, the window, to the many objects in its structure.

Transition pathdiagramshelp to make itclearhow simple or howcomplicated itwill be for users to move their
attention from object to object within a display. On each row, all of the objects that could be attended to following a
transition are indicated. A transition ‘up’ the structure makes the gandpubject-predicatenove right in the row.

A transition ‘down’ makes the subject and its constituent structure move left in the row. In Figure 1.7 thirdeok
transitions to look up from the pad, and to look at a tree. It miaj®t a user of a computer sevdrahsitions to

move their focus of attention from thdocumentthey are reading on-screen tiocate an icon in a menubar,
depending orthe structureandgrouping of all of the objects. In analysing a display, it is helpful to construct a
structure diagram first, and then to use it to draw transition path diagrams for particular tasks that a user will want to
carry out. The next section shows how this can be done for a typical computer display.

Using diagrams to analyse a display

The ‘office’ example was a real-world, three dimensional structure, but the structural and transition path diagrams can
be used tcanalysetwo dimensional computer displays. The odlfferencesbetweenthe two ‘control panels’ in

Figure 1.8 are the boxes that have been drawn around the growpsdefand buttons. This might be amspect of

the designthat is left to adesigner'saesthetic judgement, or might be constrained bythe interface software
‘toolbox’.

Lighting on  of Heating on  of
[ Room 124 ® O Room 124
Room 128 O @ | Room 128

Room 133 O @] Room 133
| Room 167 m Room 167

@00®
Ce®J]

Figure 1.8: two ‘control panels’ that differ in the way the objects have been grouped by the designer

—10 -
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The ‘lighting panel’ has boxes that relate objects together functionallgagmoom label islinked to its own on
andoff buttons. In theheating panel’, the objectsave been linked btype, so that all of the room labels, on
buttonsand off buttonseachform different groups. This is a fairly smadifference, and ifanything, theheating
panel looks more aesthetically appealing. The structure diagrams for the two panels (Figure 1.9) siffanenie
that these boxes make to the grouping of the objects. The lighingl ismade up offour ‘groups’, one foreach
room, each containing a room label and an empty and filled button. The heating panel conkistsgobups, one
of four similar room labels, and two groups of mixed circles.

lighting
panel
(‘group 124) (" group 128) (" group 133 ) (" group 167)

oo

124"

heating
panel

(" rooms ) (‘on-buttons )

off-buttons

'emptS) ["room] B
124"

Figure 1.9: structure diagrams of the two control panels

If we draw transition path diagrams for a user who has to turn the kgldtseat on inRoom 133, wecan see the
differencethat these groupingsavemade tothe panels“ease ofuse’. For the lighting panel, the task dsite

simple, as the diagram in Figure 1.10 shows. The button that turns the lights on is part of the predicdsbeif the

for ‘room 133’ and soonly one transition isiecessary. Thiransition ismadewithin a single groupand so the

object to the left of the subject does not change. The empty circle has no constituent structure, and so when it is the
subject nothing is shown to the right of the row,intdicatethat nofurthertransitionscould bemade ‘down’ the

structure.

The situation isquite different for the ‘heating

panel’. Now the room labehndthe buttonare in (empty filled )|-("room" "133" )
different groups, and the user has to momentarily

move their attention up the structure to trems’ | ( row 133 )—I empty I("room 133" filled )|

group, across to the on-buttons, and then dagain
to the third button (Figure 1.11). Here three| Figure 1.10: a transition path diagram for the lighting panel
transitions areneedednstead ofone, and sofor this

particulartask, wecan say
that the ‘lighting panel

will be easier touse than
the *heating panel "rm 133" J( 'rm 124" “rm 128" "rm 167" )|_( “room" "133" )

The idea of ‘task’ is very (" panel ’-I rooms I(on-buttons off-buttons)|-("rm 133" "rm 124" "rm 128" "rm 167")

important, of course. If

instead of a task that
a

empty

( rooms off-buttons)|.( fled empty _empty filed )

required the use of the
room labeland abutton,
the usethad to operate on
each ofthe on-buttons in
sequence, regardless of the
room labels, the‘heating
panel’ might befound to have an advantagguppose the uséust had tomake sure that all thieeaterswere on.

Once the user had located the group of on-buttons, and attended to one of the buttons, the otheoblat@ihde

part of the predicate. This task would require fewer transitions than the equivalent task of turning on all of the lights.

on-buttons (filled empty fiIIed)|

Figure 1.11: a transition path diagram for the heating panel

This example shows that it is vital to make the groupingcofenobjectscorrespond tahe task that the user is
going to perform, because this determines the way that theyhavi# tomove their attentiometweenthe objects.
In choosingbetween differenpossible forms for objectand differentways of arranginghem, thedesigner is
attempting not just tanake an aesthetically pleasiimgerface,but one which helps the usperform a particular
task.
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Levels of mental representation

In the previous section we have seen that sensory, visual information about the world neddtetpreed as an object
based structure for us to make any sense of it. Both visual and object structures are mental representatdifieremit at
levels of information. The visual level derivedfrom theraw sensorydataobtainedfrom the eyeswhereaghe object
level is derivedfrom the combination of the visuatpresentatiomndthe perceiver's knowledgand experience of the
world. This means thaheremust be a set of mentarocesseghat convert thevisual representatiorinto an object
representationand that there must be otherprocessesthat allow

visual-to-object
transformation

memory to influence the object representation.

The shapes in Figur2.1 look odd, becausthey are parts of alarger
model ofhuman cognition, which waregoing to describepiece by
piece. Whenall of the partsare in place, their shapes wilbecome
more meaningful. The part of the ovemalbdelshown in thisfigure
illustrates the process of perceptitihat we have described sofar.
Sensory information about the world is detected by the eyesturned
into a visual representatiorthat contains a wealth odetail about

f colours, shadescontrasts, angleand edges. Amental process then

visual level of
representation

object level of
representation

Fig 2.1: sensory information is transformed
from a visual level of representation into an
object level

oy| Sensory information from the eyes forms a visual

H

representation.

Perceptual information is contained in an object
representation.

‘interprets’ this information, transforming it into anobject
representation, which contains information about lines, shadpeth,
position and orientation.

It is important to remember this distinction between the sensory level of information in the visual represanthtion,
perceptual level of information in the object representation. &mantage ofnaking this distinction is that it helps us
analyse what peopl@ill subjectivelythink about adisplay design (their object representation)vasdl as what is
objectivelypresented to them on the computer screen (their visual representation). The transformation from a visual to an
object representation involves the structuring of sensoryidaia

propositional-to-object

’/ transformation

>

propositional level —__p
of representation

two inputs to the object
level of representation

object-to-propositional-
transformation

Figure 2.2: the exchange of representations
between the object and propositional levels

objects, and the grouping together of those objects.

The visual-to-object transformation &fected bythe clarity of

the visual representation, so thaletailed, high-resolution
displays will be easier to convert into object representations than
jagged, low resolution displays. It also develops veikiperience,

so that familiar visual patternsan be convertednto object
structures moraccuratelythan novel patterns - essentially, the
more often a representation has b&ansformed inthe past, the
easier it becomes to transform in the future. This is one way that
experience can affegperception. Another way is shown in

Figure 2.2.

| Opr The visual-to-object transformation process

structures and groups the visual scene

Propositional representations

Just as the visual-to-object transformation interprets the vispatsentation tgroduce amore abstract, butnore
structuredobject representation, the object representatian be interpreted t@roduce aneven more abstract and
structured ‘propositional’ level of representation. This new level contains factual, evéryalaledgeabout the objects -

their names and properties, and the way that they can be expected to relate to each other and to interact.

In the same way

that the visual-to-object transformation added structural information that wasn't necessarily present in thelaensary
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the object-to-propositional transformation adds a meaningful identification of objects thateisedsarily present in the
object representation.

For example, a pattern of light and shade can be interpreted by the visual-to-object transformation as a seuareflat,
surfacesbelonging to twoseparateébut overlapping objectsand the object-to-propositional transformatia@an then
interpretthis as a boolplaced ontop of anotepad. Ittoo developswith experience, sdhat familiar objects intheir
normal positionsaremore easilyrecognisedhan unfamiliar objectsandthan objects in strange orientations. The end
result of this sequence of mental processing is that we are able to recognise andabjettifyand toaccess knowledge
about the way they behave and what they do.

| Opr The object-to-propositional transformation process identifies and relates objects

The remaining part of Figure 2.2 perhapshe most important. It showsthird transformation procegdaking place,

this time a propositional-to-object transformation. Although all transformatiemslopwith experienceand soallow a
slow form of learning to take place, tlaeldition of this third transformation provides aore immediate way for
knowledgeand expectations about theorld to influenceperception. It takes the propositional representation, and
interprets it to feed a new object representation back to be comhitiethe visuallyderivedobject representation. The
object representatiotihat results ighereforereally a blend of externalataobtained bythe senses from the world, and
internal data constructed from a mental, propositional representation of the world.

| oy The propositional-to-object  transformation process feeds back information about object structure

The ‘active nature of perception’ that we began this guide with is becoming much more active: \aitiditiba ofthis
feedbackoop, it becomegossible for the objeaepresentatiothat aviewer forms at one moment tmfluence the
object representation that isrmedthe next moment. The objepresentation is receiving information frdmth the
visual-to-object transformation and the propositional-to-object transformation.

| o The object representation that is perceived is a blend of information from visual and propositional sources.

The representatiothat the object-to-propositional transformation actually uses is a result of these two hejmgts
blended together: the parts that match reinfe@ehother, and parts thatdon't matchare discardedThis can be ofgreat
benefit in perceptionwherethe sensory, visual level ofpresentation is often incomplete or distorted. When the
visual-to-object transformation is unable pooduce a cleaobject representation, the contribution of propositional
knowledge allows the viewer’s expectations and knowledge abouwtdte to clarify matters. We'll gointo moredetail
about different sorts of blending in Sectionbit for now wewill concentrate on
its effects at the object level.

The object in Figure 2.3 has the identiigddy bear’ for a viewerwho hasalready ﬂ
learnt the propositional representation of such an i@mdknows thatteddy bears f\/
generally have &eadwith earsthat stick out,andlimbs thatare spreacdbut. As 1

soon as the object-to-propositional transformaporduces andentification of the
shape as #eddy-bearhowever weak, theviewer's propositional knowledge of _—
teddy-bearscan bebrought into play. The propositional-to-objecansformation

can producedetailsabout whateddy-bearought to look like.Wherethesematch \
the visuallyderiveddata,the shapean be interpreted diting the propositional T Y/
identification. Slight differences between the propositiond#yivedrepresentations
and the visually derived representations capaehother out,and donot form part 4
of the object representation. The gaps in theline, for example, become )
unimportant. The object-to-propositional transformation now hasvem more

bear-like representation tawork with, and sothe feedbackbetweenobject and L /

propositional levels of representation becomes progressively stronger.

| Opr Propositional representations can fill in gaps in object

representations derived from incomplete visual representations. Figure 2.3: propositional
knowledge helps to ‘complete’ the

object representation of this
figure

Even if theviewer ofthis Figure has nadea ofwhat theyare about to see, the
extremefamiliarity of this outline enables thdeedbackbetweenthe object and
propositional representations to settlethis interpretationvery rapidly, perhaps
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ignoring any visual features that did not qufté. People have astrongtendency togive objectsnameable identities if

they possibly can, reflecting the extraction of propositidmawledge. These namésen affectthe way the objects are
perceived. The propositional influence on the perception of familiar forms like thiryisresistant to distortions in the
shape, provided that key invariants betwé®n objectsare met. If Figure 2.3 idooked at upside-down, f@xample, a

different teddy bear can be perceived (or perhaps the longer ‘ears’ now make it look like a rabbit).

For someone who hawver seen #&eddy bear,and who has no other propositionapresentatiorthat ‘leaps in’ to

influence the perception of a single object, the form may appear to be a number of overlappingntimlats, but the

absence of arcs in the centre of the form completing or even continuing these circles means that it is much more likely to
be seen as a single, irregular shape.

The feedbackloop betweenthe propositionaland object levels of
representation tries to settle on one consistent interpretation of a
figure. The form in Figure 2.4 can lseen as either a rabbit (looking

to the left) or abird (looking to the right), but it cannot beeen as
both at the same time: thmerceptionmust ‘reverse’ betweerthe two
interpretations. Notice that the propositional identity given to the
Figure constrains the structure of the object representation beéhke
becomes a pair of eargnd the direction that the eye is looking
changes. These structural changes in an object represefitatidms
Figure 2.4: ambiguous form been derived from a single visualrepresentatiorare indicative of

propositional knowledge being brought to bear.

n_n,l Propositional representations help the object representation settle on one interpretation of ambiguous figures

Once anobject has beepropositionallyidentified, weare able to ‘gobeyond’ the available sensorglata touse our
knowledge about the world to enharits objectrepresentation. If waretold that an object isound’, or has a ‘hole’,

then we can combine the sensory information that is available now with information that we have experienced in the past
as being common tound’ or ‘holed’ objects (Figure 2.5). If wewere told that it was'round’, we might actually

interpret it as ‘spherical’, even the appropriate sensory information (suchshsding) isnot immediately available. If

we were told that it was a ‘hole’, we might be able to perceive some visual features as belonging to another object that is
visible through it.

visual propositional _ object
representation + representation = — representation
+  “round”
~
+ “hole” =
Figure 2.5: the same visual representation can result in different object representations, depending upon
the contribution of the propositional representation

E The perception of ambiguous figures depends on what the viewer knows, and what they expect to see.

If it were not for the contribution of propositionally derived knowledge about objects, we would be unabke somple
verbal labeldike ‘book’ or ‘desk’ in the structuradiagrams ofSection 1.We'd have to use descriptiotike ‘flattened

14 —
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cuboid with one side convex along one axis and the opposite side concave and slightly ridged’, or ‘flat httandgd
with four thin vertical blocks attached underneath at each corner’.

These long-winded descriptions are more like the actual products of the visual-to-object transformation, vidhécttifyan
shapesandgroup them together structurally, but canitantify what they are. Of course, the structdiagrams and
transition pathdiagrams would be impractical traw if wetried to use suchdetaileddescriptions,and so weuse the
propositionally-based labels instead, but the examples we presented earlier all contained object representations.

The psychological subjectmdthe parts of theredicate werall objects,and the point of constructing them was to
identify how people would be able to move their focus of atterii@weenobjects in the worldwhetherthey were real
objects, or representations of objects presented on a computer screen.

The complete cognitive system

The three levels of mental representation that we have describechsedaificient to dealwith the perception of visual
objects, but they cannot deal with other important aspects, such as the perception of sound, or the use of language,
the individual's physical actions. To account for these aspects we will have to add more levels of representatime,
processes.

The complete cognitive system is shown i
Figure 2.6, which contains the visuadnd object
levels at the bottomandthe propositional level in
the middle. The differentlevels of representation ar
now linked together in a ‘network’ to show thaey
can exchange information with each other.

At the top of the figuraretwo levels thatresemble
the visualand object levels, but whickdeal with
acoustic information(‘ac’) and ‘morphonolexical
information (‘mpl’) respectively. The acoustievel
does the same for sensory information from ehes
that the visual leveloes for sensory information
from the eyes, and just as the object level moge
abstract, structured representation ofvisual
information, so the ‘morphonolexical’ level is
more abstractstructured representation sbund. Its
name reflectghe fact that it contains information
about all sorts of sounds, particularly our hum
speciality, language. It is als@rucial in the
perception of othesstructurednoises, such as th
tones and rhythm of music, as well as thkeeeps

made by computers. DED —implic
>[-o

The acousti@and visual levels bothencodesensory =
information, or the ‘input’ to our minds. On the %
right of the figureare two levels thatencode our
mind’s ‘output’, the‘articulatory’ and ‘limb’ levels
(‘art’ and ‘lim’). Both these levels represepitysical,
motor actions that weintend to produce. The
articulatory level specialises in controlling the
detailed motion of the mouth, lipsand tongue
required for us to produce sound output such as
speech, while the limb level controls other physical actions, such as hand and eye movements.

Fig 2.6: the complete set of mental levels and transformations

As their positions in the diagram show, the representations at thesedmmiginly produced bytransformations of the
morphonolexical and object levels, but they aisceiveinformation from the'body state’ level (‘bs’), which is hird
source of sensornformation. This informatiomepresentsll of the touch, smelbnd taste sensations that obody
detects, as well as information from internal sensations such as the position of oandlags, andthe state of our
muscles.
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The transformations of this level ofpresentatiomreimportant in providingfeedback’ toregulateand co-ordinate our
physical actionsbecauseahe limb andarticulatory levelsare representations dhtendedactions thathave beermmainly
produced from the morphonolexical and object levels, but which haveblmetedwith information from thebody state
level. If you've ever had #ooth filled, for example, you'll know howdifficult it is to rinse yourmouth out while the
anaesthetic is preventing you using the body state information to detect the position of your lips - even ifjratefalre
for the absence of pain from your tooth.

The three sensorgvels of representatiorgnd the propositional levelcan all be used to producehe final level of

representation we neetthe ‘implicational’ level (‘implic’). This is the mosabstract level ofll, and it represents the
generalmeaning of information. So if yoseesomethingred, the visual-to-implicational transformatigoroduces a
representation odll the things that yolave learnted to mean — not justhe fact that the object iged. If you are

simultaneouslyhearing a continuoubell ringing, the acoustic-to-implicational transformation will peoducing a
representation of the general meaning of the sound of bells — not just the fact tlaa¢ lyearing abell. The'facts’ are

propositional; their meaning is implicational.

When the outputs of these to transformations are blended together to form a single implicational representation, all of the
common elements combine, in the same way that the olgpotsentationslerived from visual and propositional
representations could be combined. In the exampleedriess’ andbells’, you would hopefully form the implicational
representation of ‘dangerousnesghe implicational-to-propositional transformatioould then turn this into alirect,
propositional fact that there is something dangerous around.

Figure 2.6also shows transformatiqrocesseshat turn the implicationalepresentationmto physicaleffects within

our body, and so can affect our moods (‘'som’ means somatic, and ‘visc’ means visceral). The way we intevpriet the
can interact with the way we feel, which can in turn affect the way that we interpret the world. Whane fgaling tired
and stressed, working to complete a piecevorfk before a deadlingjour computer'sbheep’ canseem very muctmore
annoying than when you are feeling fresh and alert.

Nine subsystems

Figure 2.6includesmany more transformations than Wwavedescribed sdar — all of the shadedtrianglesindicate a
possible transformation from one level of menggresentation to another. To kdép diagramsimple, wehave not
included all of thearrowsthat link thedifferentlevels together. The object level of representation, for exaroptebe
usedfor threedifferent transformations. As well as the object-to-propositional transformation thahawe already
describedthere isthe object-to-limb transformation that controls motor actioms] anobject-to-morphonolexical
transformation, which develops as we learn to read fluently, and enables us to ‘hear’ words in our mind as we look at text.

For convenience we can think of all of the transformationsdaatbemadefrom a given level of representation et
of the same cognitive subsystem, there being one subsysieasponding to eadbvel of mental representatioBach
of these subsystems receives the representations it is specialised for, possibly from a variety of sourcgspdndecan
variety of representations for other subsystems to receive.

I memory
i
[][ copy to memory
incoming P>= transform to X fee——
representations P> transform t0 Y se——

P>[C transform to 7 te—

Fig 2.7: the components of each cognitive subsystem

A schematic picture of a typical subsystem is shown in Figure 2:&cdives representatioff®m the left,andeach of
the shadedrianglesindicates a differentransformation process, with thansformed representatiopassing out to the
right. The shaded rectangle indicates an additional process, but insteadsédrming the incoming representatiotigs
process copies them, unaltered, into memory.

— 16 —
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e th igh s igh sh y n

group subject predicate constituent
structures

Figure 2.8: a spectrographic image of speech reveals the structural organisation

| oy Each level of mental representation is processed by a different cognitive subsystem

As you can see from Figure 2.6, each of the mdés/idual subsystems has such a copy procasdgeachhas its own
memory. These memories allowachsubsystem tdearn about the representatiorihat they receive, sothat if a
representation ‘looks like’ something that has been received before, it can revive a representation in memawyed he
representation can then be used by one of the transformation processes instead of the incoming representation.

| o All nine subsystems have a common architecture , including their own memory.

So if your object subsystemeceives a representation diall’ from the propositional subsystem, yaan produce a
mental image of all sorts of balls from memory, without having to use any visuasentations atll. Similarly, the
propositional subsystem can produce a morphonolexical representationvadrthi®all’, andyou canimagine theword

ball being spoken in many different voices - but normally, would hear it inyour own voice, since that is th@ice

that you hear most often, and so your morphonolexical memory is mainly filled with it.

This example makes thmint that the same propositional representationctimeept of aall, can be used to revive
quite different sets of memoriesgependingupon the level ofrepresentatiorthat it is transformedinto, and which
subsystem’s memory is subsequerdhcessedSince the subsystemmocessdifferent levels of representation, their
memories contain different types of information.

| Opr The content of a memory depends upon the subsystem in which it is stored.

While each of the levels of representation contains a different sort of informatigeprEsentationare structured in the
samegeneral way ashe object representationand can all be thought of as having a grougybject-predicate and
constituent structure. The spectrographic image oétteegy at differenfrequencieswithin a fragment of speech shown

in Figure 2.8 reveals thistructure in an acoustic representation. gaeeric structure ahformation, regardless of the
level of representation, is one of the consequences of the common architecture of the subsystems. It measathat the
techniques of structuranalysis, usingstructure diagramand transition pathdiagrams, can beised to understand
cognition whatever the level of representation.

| oy All levels of representation can be described as having groups, subject-predicate and constituent structures.
Structure diagrams and Transition Path diagrams can be used for all levels of representation.

—17—
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Interacting Cognitive Subsystems

Each of the nine subsystems is continualfgceiving representations, copyitgem into its own memory, and
transforming them into other representations, and they all act in paviahebachother. Thenature of the information
that eachsubsystemprocesses is summarised Higure 2.9. Asthe examples wéave used in this sectionhave
emphasised, it is the combination of representations flifferent sourcesandthe exchange of representatiobstween
levels of representation, that provides human cognition with its elaborate and complex richness.

The framework of cognition that we hadescribed is calletinteracting Cognitive Subsystems’, or ICS, since it is the
interaction between the subsystematherthan theirindividual action, that isseen asnost important inunderstanding
the way that we perceive, think and act.

Sensory subsystems:

Acoustic: sound frequency (pitch), timbre, intensity
what we hear in the world

Visual light wavelength (hue), brightness, saturation
what we see in the world

Body State stimulation type, location, intensity

what we feel in our body

Perceptual subsystems:

Morphonolexical Abstract structure of sounds, especially speech
what we hear in our head, our mental voice
Object Abstract structure of visual objects, their position and motion

what we see in our head, our mind’s eye

Central subsystems:

Propositional the identities of objects, their relationships, and facts about them
what we know as facts about the world
Implicational ideas about the real ‘meanings’ of events, situations and emotions

what we know as ‘feelings’ or ‘impressions’

Effector subsystems:

Articulatory force, target positions and timings of vocal and gestural muscles
what we intend to say, subvocal speech and gesture
Limb force, target positions and timings of skeletal muscles

what we intend to do, physically.

Figure 2.9: the nine cognitive subsystems, the types of information that they each deal with, and their
subjective qualities (italics).

To understand how people will perceive, learn about, and use an interface design, it helps to think aboutsalliaiethe
of information that they will be using as their cognitipeocesses operate. The interactibbetweenthe subsystems
mean that all of theerceptualand central subsystemsare influenced bymore than onesource ofinformation. The
implicational level is built up from dlend of transformations from sensory inputd the current propositional
representation. The propositional representation takes some input from the implicational level, some $tartthe
of the visual information, and some from the structure of the sofadnation. Sound istructured accordingartly to
aspects of theaw sensorydata,partly from the propositionally-based expectation about whaarekearing,and also
partly from the interpretation of the object level, if we happen tdobking at text or other linguisticallyelated
information (includinglip movements). Similarlyunderstandingobject representations meaosnsideringthe visual
details as well as the contribution of the propositional subsystem.

E All perceptual and central subsystems receive representations from more than one source.

In the following sections we will look in moreetail atsome of the ways that visual informatioan be used to add
structure to an object representation, before moving on to look at the way that propositional infocaratiehlended.
This will introduce us to blending at other levels of representation.
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Objects and groups

In the lighting and heating control panels shown in Figure 1.8, objects were grouped explicitly, with boxes. Objects ca
also begrouped according toheir appearance ospatial arrangementigure 3.1 shows a similar panel that has no
explicit grouping cues. As yooansee, though, the namaadbuttons still do form groupsventhoughthereare no

boxes. This means that when you are designinigtarface,you cannotsimply avoid the question of grouping objects,
because if you don't try tdesigngrouping into thenterface,the user'sperceptual processesll still try to impose a
structure on the displayand it might not be thestructure you want. lifigure 3.1,the room nameandthe buttons

form vertical groups, similar in structure to the Heating panel. As we s&edtion 1, this might bgood forturning

all of the ventilation on or off, but not for controlling specific rooms.

The structure of the object representation that isn't explitidye in

the visual information is beingadded by the visual-to-object o
transformation, as described in section 2this section we will look| | Ventilation on Off
at some of the principles thaffectthe way thathis transformation
process operates tweateimplicit structure. Many of thesprinciples Room 124 @ O
have beerknown for a longtime, andyou might know of them as
‘Gestalt’ rules. Room 128 O @
Figure 3.2 shows how four triangles candveuped in different ways Room 133 O @
due to:
» proximity (being very near to each other) Room 167 @ O
» sharing a colour

» sharing a boundary
» sharing a junction.
» collocation (being superimposed or intersecting)

Fig 3.1: a control panel similar to the ‘light’ and
‘heating’ panels, but without explicit grouping

Theseare ‘physical’ relationships thatan bederivedfrom the visual cues

information, and in some casesthe groups that resulippear more
‘obvious’ than the original triangles.

| oy Visual information can affect the way that objects form groups

NN NN engroupec ANE
NN \\ \II\

N\ N\

i‘ .ﬂ colour \\\\ \\\\ collocation
N N

Figure 3.2: Primitive relationships between visual features affect grouping.

If you had todescribethe ‘junction’ or ‘collocation’ parts ofthis figure, without havingeen the rest af, you would
probably not make any mention of trianglésstead ofcalling the junction group ‘two trianglgsined at onecorner’,

you might call it‘an hour-glass’ or ‘a bow-tie'andyou might call the collocation group $ix-pointed star, slanting
backwards’. In both of these instances, you are describing the ‘glatpls composed othe two trianglesandnot the
triangles themselves. Wean takethis point further still, because even irthe ‘ungrouped’ instance, weperceive
‘triangles’, and not individual horizontal, vertical and oblique lines. In terms of the basic processes of visual perception, i
is even arguable that we actually ‘see’ lines as ‘end-points’, ‘corners’ and ‘middles’ — but while this may be tsbat we

in our visual representations, it is clearly not what we ‘perceive’ with our object representations.
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Exercise Set 1

Draw structure diagrams for these sets of objects — start each with a group called ‘set’ at the top level of the structure
and use up to four levels. Describe the visual attribute that ‘causes’ each group.
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Psychological Subjects pop-out

One way to approacthe problem ofdecidingwhen objects form groupand when theydon't is to consider the
phenomenon of ‘pop-out’. This happens when there are several objects forming aagrobape object thatloesn'tjoin
the group. In Figure 3.3, for example, there are three groups of circles. If you just look at Haadejitoup, all of the

circlesare exactly the sameand none of
them standout any more than the others.

OO0

®
OO

OO0
O. O

O

Figure 3.3: pop-out of the psychological subject

Because otheir ‘proximity’, they are all
members of the same groupnd if we
were to draw a structure diagramgeach
circle would berepresented athe same

‘level’ of the structure as theothers
(shown in the left hand part of
Figure 3.4).

The centraland right hand groups are
different. Inthese groups all of theircles

are the same size, but one of them is a

different colour. You have no difficulty in noticing which one itl&cause iseems to ‘pop-out’ from thethers — and
the structure diagrams for these two groups, shown in the central and right hand parts of Figure 3.4, represent this.

group of
white circles

circle circle

white circle

figure

( black )

Figure 3.4: structure diagrams of Figure 3.3

subgroup O
white circles

( whte)

black circle
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The circlesthat sharethe same colour all form a subgroup, to which tliferent circle doesot belong. Both the
subgroup of similar circles and the different circle are part of a larger gaodpso weseethem asrelated,but when we
focus on the whole group to see the objects that it is made up of, we perceive the single circle and the group of circles.

| Opr Objects that are spatially close to a group, but not part of it, seem to ‘pop-out’

If we drew atransition pathdiagramfor someone viewing theentral group, wewould show themattending to the
Figure as a whole, with theentralgroup as their psychological subject. Thisuld be followed by dransition to its
structure that made the white circle the psychological subject, and the subgroup of black cprdicate. Inthis case,

the effect of pop-out is so strong thataitmostforcesthe viewer to makehe whitecircle the subject as soon &y

attend tothe structure of theentralgroup. Even if theviewer wants to look at one of the black circles, theyve to

attend momentarily to the white circle, and then make additional transitions to the subgroup, and then into its structure
find a black circle. It doesn’t matter whether the odd-one-out is black or white: as long dsférént, it becomes the
psychological subject and pops-out, simpécauset is different. Aswith the triangles inFigure 3.2,there isnothing

in the sensory information that explicitly tells us that the black circles in the central part of Figure 3.3 all form a group
to which the whitecircle doesnot belong. At a visual level, thegreall just areas ofvarying colour. Thestructural
information that relates them together as members or non-members of gradgediythe processhat transforms the
visual representation into an object representation.

If four of the circles in a grouprere black andfour werewhite, thenthere would bewo equally sizedsubgroups and
neither would pop-out. If there were subgroups of five and three circles, the effect would not be as strong, but it is likel
that the smaller subgroup would form the psychological subject, ardrtfezgroup would beits predicate.The visual-
to-object transformation ‘favours’ the part of the visual scene that is different, and produces represergatisesivith

them as the psychological subject.

In Figure 3.4 wehavedrawnthe ‘different’ circle in eachgroup in white
text on a blackackground, tsshow that it pops-out. At the levabove, H D
we have indicated that the ‘black’ group pops-out in the same heaguse D

it is different in‘colour’ to the other two groupsWhenyou look at the H — D D
‘whole figure’, the black group pops-out; babhceyou haveattended to it, D e
its white circle pops-out. Of course, it isn't just colour thahn make H

things different to their neighbours. Figure 3.5 shows that pogautalso
happen for shapes.

Again, it doesn’t matter why the shape is ‘different’. You might say that|the D O D _— =
oblongs are all the samandhavejust been rotatedput this is enough to

make themdifferent in the visual representation. As long as a shape Us H H

different, the visual-to-object transformation picks it out as the H H R
psychological subject, and the other objects form a groupbtwimes its

predicate. If you think about looking for objects in tieal world,this bias
of perception makes sense: more often than naireeearching for objects Figure 3.5: pop-out of shapes
against @ackground]ooking for oneparticular objecthat is different to

the rest of the scene. Whether it is a nipgapple in a tree ofireen leaveandgreenapples, or an icon on @mputer
screen, it often has some visual feature that makes it stand out from the background.

| oy The pragmatic subject is the object that will become the psychological subject when the structure of its group
attended to, because of its visual features..

While higher mentaprocesses could spetiche andenergymaking transitions through eepresentation to locate the
correct object, it is generally economical for the visual-to-object transformation to pick up the implicit inforfraation
the sensoryata and tanake theodd-one-outhe one that getattended tdfirst. We make use ofhis tendency in the
transition path diagrams, by drawing the psychological subject against a black background: it immediately fpops-out
the diagramandorients you to the part of thEigure we are likely to be describing. Wéave also beenusing this
convention in the structure diagrams, to indicate an object that pops-out to become the psychological subject. Unlike tl
transition path diagrams, which indicate the object that actually is the psychological subject at any mormgottute
diagrams aren’showing ‘processing’, but just the structure. The objects that po@unt always psychological
subjects, but will be if their level iattendedo. To distinguish these ‘potential’ psychological subjects ffaotal’
psychological subjects, we’ll use the term ‘pragmatic subject’ — this means that the object can be expectededhe
psychological subject for pragmatic reasons.
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Exercise Set 2

1. Draw transition path diagrams for Figure 3.3, showing the transitions that are needed to look at a white circle in
each subgroup (you can base them on the structure diagrams from Figure 3.4).

2. Draw a structure diagram for Figure 3.5, indicating which object forms the pragmatic subject of each group.

3. Using this structure diagram, make transition path diagrams to show how a ‘horizontal oblong’ would be located
in the first, second and fourth group (there isn’t a horizontal oblong in the third group!)

Pop-out of groups

Colour and orientation aren’t the only sensory dineg the

O O O @ Q Q visual-to-object transformation can use to pick out part of a

scene as a pragmasabject. Other attributesanalso be

O O Q used — but in adifferent way. In the two arrays in
Q O Figure 3.6, the size of the circles is varied.
O O Q Q Although it is still easy tdind the smallcircle among the

big ones, it is nofuite as easy as findintpe big circle
amongst the small ones. The hiigcle amongst thdittle

Figure 3.6: asymmetry of pop-out for different size . . . . .
g y Y o1 Pop circles is the pragmatic subject itd array,but the group

of big circles is the pragmatic subject of the otlaemay
(Figure 3.7). To make the small circle the psychological subject, a transition from the group is needed. While colour and
orientation were symmetrical (black and white being equally able to poaitY was an object'sdifference’ that was
the cue,herethe attribute is ‘asymmetricaland the visual-to-object transformation always favours theger-sized

objects.

subgroup of
big circles

Figure 3.7: structure diagrams for Figure 3.6

The same asymmetigan be seewith the length of lines
in Figure 3.8.The reason fothis asymmetry is that the
size of a visual object is related to @kseness tas — in
\ / general, thelarger anitem is, the nearer itis. The
subgroup o ( . ) visual-to-object transformation is now choosing theser
@” circles small circle . ; . .
object as more likely to be of interesfjd somakes it the
pragmatic subject. Agairthis seems tomake sense in
( ZTCTQ ( gmg ( s (cﬁge) (cﬁgej (cﬁge) terms of the real wprld: if yoare in atree picking apples,
the ones thatare visually larger aremore likely to be
within reachthan the ones thare visually smaller. The
same rule of thumb applies to contrastd brightness,
since as things get closer to us theffect more light, and
are less obscured by anything that is in the air.

In many situations computeinterface designs cartake
advantage ofhis biastowardsdifference andhearness. Like
the white-on-black conventiothat we have adopted for

| | | : T representing the psychologicahd pragmatic subjectwords
| | | L andicons thatare ‘selectedusually become highlighted in

| | some way, partly to provide feedback about the selection, but
| | | Lo also to make sure that the user is actuattgnding to the
| part of the display that they have acted on.

E Objects or groups that are larger or brighter
appear nearer and can be pragmatic subjects.

Figure 3.8: asymmetry of pop-out for line length

Options on menuand in dialoguesthat are unavailable are
shown ‘greyed out’ by reducing their contrast — tindicates
their unavailability, and also makes them less likely tattendedo, since they will no longer form part of tlgeoup

that is the psychological subject when the mendialogue is viewed. liFigure 3.9,for example, a set afommands
that operate on Tables in a word-processogeggedout when the user haelected an ordinary paragraphtekt — the
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3+ How objects form groups

other paragrapHormatting commandsaresstill black, and sothey form a pragmatic subject that immediately grabs the
user’s attention.

= File Edit Diew InserlFunt Tools Window

Character... #0
Paragraph... M
Section... =3F14
Document... ¥F14
Border...

Figure 3.9: the ‘greyed out’ options are unavailable, leaving the black options as a more salient group

Use of these attributes can also help people to discriminate objects by guidirgftérgion to the part of itstructure
that distinguishes it from other objects. Figure 3.10 contains an array of four alesirsceach ofwhich is made of a
diagonal cross and arpright cross. Ina) both crossesreshown by lightlydashedines, but in the others one of the
crosses is drawn as a bold, sadidgtline. Looking ateachicon in turn it isclearthat thesechangesaffectthe way that
they are interpreted.

The icon (a) could be seen as two dashed crosses superimposed on one another at an anglastasiiioes, or as an
eight pointed star. To its right, icon (b) has one dashed cross and ondiagdidalcross —the size of this crossakes
it more salient, as it forms the pragmatic subpradthe dashedupright crossbecomests predicate.The next icon, (c)
has the same visual structure, but basn turnedhrough 45°. Thixchange inorientation is sufficient taenderthis

solid, upright cross as an object thatdifferent tothe solid,diagonalcross of (b). Finally icorfd) has alarge black
diagonalcross —again the size of thdiagonalcross makes it the pragmatic subjecttio icon, but its coloualso

makes the icon that it belongs to likely

to form the pragmatic subject of the
whole array. : - —

1
If this array isattendedo, it is probable i
that (d) may be the pragmatic subject, as - -5Kk---"
its black solid cross is botimearer’ than - .
the thinnerdasheccrossesand ‘different’ 1
to the solid, white crosses. The nature |of
the group of crosses that is icdd) is
defined predominantly by the nature of
its pragmaticsubject —because if it is
looked at, the pragmatic subject is the
first part of its structure thatwill be
attended to.

CY (b) (€) (d)

Figure 3.10: four abstract icons

| oy The ‘appearance’ of an object is determined by its pragmatic subject

Exercise Set 3

1. Draw transition path diagrams for the location of a big circle and a small circle in each part of Figure 3.6.

2. Draw structure diagrams for both parts of Figure 3.8, and transition path diagrams for the location of a small
and a large line in each part.

3. Draw structure diagrams for each of the icons in Figure 3.10.

4. Draw transition path diagrams for Figure 3.10, showing the transitions necessary to attend to the diagonal
crosses of each icon. Which cross is hardest to attend to?




4+ Searching through structures

Pragmatic Subjects and Icon search

As the number of icons on an interface increases, and the range of functions that hakeptesbetegroliferates there

is a tendency to design the icon to ‘represent’ the function in an almost pictorial way. This has a clear advantage when the
icon is presented taisers on its ownbecause it is easfpr them to ‘see’ the relationshipbetweenthe iconand its

function (Figure 4.1). What is not so clear-cut is the effect upon the icons ‘findability’.

Representational Icons | Abstract Icons .
r \

= B O >
. J . J

Figure 4.1: the representational and abstract sets of word-processing icons

Figure 4.1 shows representationaind abstract iconghat have both beenused to standor the same set oWord-
processing commands. The representatiamuais all look like pages of a document, with lines of temd arrows or
boxes indicating the result of their function. Télestract icongre much simpler,andalthough they togrovide some
sort of semantic link between their appearance and their function, you really have to know what the possible functions are
to work out what each icon might do. This sort of information, of course, is represented at a propositional level.

Representational Icons Abstract Icons

Insert Line:

_ ITine Lines L_ine
(horizontal, (horlz_ontal, (horizontal, (honz_ontal,
dotted) solid) dotted) solid)

Delete Line:

Lines Arrow Line
(horizontal, (left) (horizontal,
dotted) dotted)

Figure 4.2: structure diagrams of two representational and abstract icons

In experiments where thaosition of the icons in tharray variedpeople using theepresentationadet took longer to
find the one they wanted than did people using the abstract set. If theneariept in the same position from trial to
trial, so that usersould remembethe rough location within tharray of eachicon, andcould ‘look’ straight for them
without searching, the differences between the icon sets narrowed markedly.

The structurediagrams inFigure 4.2 show four of the icons frorfigure 4.1:the two fromeachset thatrepresented
‘insert line’ and ‘delete line’. The icons from the representational set clearly have aletaitedstructure than the icons
from the abstracset, but they alshavethe same pragmatic subject @achother. To tell them apart, the user has to
attend to their predicate as well as to the subject.
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When the time that it took people fiad
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eachicon wascomparedwith its internal | search time
structure, aclear relationship wasfound | (milliseconds)
(Figure 4.3). The greater the degree of| ***° T
similarity that the icon’sstructurehad to | 5099 |

other icons in its set, the longer it took to

find anicon. This suggests that users useooo +

their propositional-to-object
transformation toaccesstheir knowledge
about the icon, or about its meaning. This
provides them with an object level ment
image of the'‘target’ icon that they are
looking for, and they can then compare
‘candidate’icons from thearray with this

internal mental image tosee if they
match.

1800 4
a|1600 4
1400 T
1200 +

1000 T

An icon in an array would be @andidate if

it hadthe right pragmatic subjecgnd it
would matchthe target if it alschad the
right predicate. Icons that neededmore
objects of their predicate to lewaluated to
be discriminated from other potential

a b

c d

|_Abstract Icons

a b c d e f

L Representational Icons I

Figure 4.3: the more complex the discrimination, the longer it took to find

an icon.

candidate icons would takenger, overall,
to locate.

E People can search for a target rapidly by looking for objects that have its pragmatic subject

This helps explain why the representational icons took longer to find — it waesi@tisehey wererepresentational, but
becausehey were all so similar — and evenwithin the sets, it was possible to show that the more complex the
discrimination,andthe morecandidateshat sharedits pragmatic subject, the longer it took kucate anicon. In the
abstract icons the pragmatic subjects are maliffgrent, which means that theearch can bearriedout at the level of

the icon, using the more salient information. You might remember a similar effect of the pragmatic subject ¥en the
first figures in this guide (Figures 1.1 and 1.2). Figure 4.4 again shows an array where all the icongindothédave

different pragmatic subjects.

Theseicons form a group of icons in an
array, but their visual structures do not {£[] applications =l
leadthe user teseethem as forming any 12 items 364.1 MB in disk  39.2 MB available
subgroupsWhen anicon is searched for
in this array, the icons can be ' ats
discriminatedfrom one another by thei l{; (g\
pragmatic subjects, without thestructure “;,
needing to be evaluated. As you lofskm PsySoope HTML
icon to icon in thisarray, you make the
visual transitions  represented in
Figure 4.5.
None of the icons irthis array have any CompactPro  Telne?2.5  SoundEdit™  Nowton
real advantageover each other: if you (—‘ "’n‘
‘know’ what icon youare searching for, @) #’ &h
and can form an ‘object’ image of the NTML Editor Mosaic Nets. ¢
target, then youcan probably locate it eisope Divector =
quite rapidly. Try findingthe icon in
Figure 4.4 that looks like adog sitting ¢I I"J‘> Q]J
next to a Macintosh computer. Ei . L _ _ _ _
igure 4.4: icons with different psychological subjects, in a Macintosh
Window
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title horizontal vertical
bar scrollbar scrollbar

{canvas Mosaic HTML

Sound
Edit

etc)

)\ : Sound i
Mosaic  HTML Edit --€fC [qStack "Canvas" Hand Pens Grid
HTML Canvas Sggir:d ..-efc){s-shape "Mosaic" World)
icon ) Sound .
;rray HTML [f{Mosaic Canvas 2t -~610J{S-Shape "HTML" Hand Text Dlamond]

Figure 4.5: a transition path diagram showing the search for an icon in Figure 4.4

In contrast, try finding the icon ifrigure 4.6that contains a picture of a Macintosh computer.

many of the icons are similaandyou have to evaluate moiaformation aboutachicon, as with thaepresentational

icons of Figure 4.1. The corresponding
transitions are shown in Figure 4.7.

=0 Control Panels g The pragmatic subject ofachicon is the
12 items 364.1 MB in disk  39.2 MB available slider box' ‘that surrounds _eachicon’s
contents,and so it isnot possible toignore
it them and locate the Macintosh directach
ot % O] H@ time an icon isattendedo, a transitiormust
== === === be madeawayfrom the pragmatic subject to
International  Keyboard Labels Map examine the rest of the icon’s contents.
= B S 1_/\]9) Again, none of the iconsave mgch of an
H @ = [0 H advantageover eachother, but thisarray is
r— N::;k Sharing S.etup ;ﬁ harder to searchthan the one shown in
Figure 4.4, becausemore transitions are
o required to searchthrough its structure. In
H HJ% % ’Q Figure 4.7, three icons are searched before
Users & G,Loups Views Yoices M:f:g the correct one is found — with 12 icons, the
2 average number of icons thatwould be
¢'| |'§> o evaluated in this way would be 6.5!
As with the circles of different colour, and the
Figure 4.6: different icons that share subjects lines of different orientation, when one icon

in an array has a completely different

International
International
International

A
['slider box
[ squares)
[ “International”)

Inter- |
lnationa)

Figure 4.7: the transitions required to locate an icon in the ‘Control Panels’ array of Figure 4.6

title horizontal vertical Inter- ;o vvs Ssharing _etc
bar scrollbar scrollbar national etup

| ] Sharing slider "Inter-
Views . h

‘ ( Setup etc) —( box SAU8S national”

(' squares "International” )—(_thumb key slot )

(slider box “International" )—(grid letters empty)

( slider box squares )

(VIEWS Setup

Sharing Labels ...etc){

"Inter-
national"

slider

squares
box q

)
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pragmatic subject to the others, pop-out happens, and

4e Searching through structures

that particular icon is very easy to find - this is showj
in Figure 4.8.The icon thatdoesnot belong to the

group of ‘Word’ documenticons pops out from the | 2 items

299.5 MB in disk 103.9 MB available

array. Eventhough the Word icons are not all

identical, and have different text labels, they are
difficult to searchthrough. TheWord icon that is
‘different’ to the othersstill has the same subjefthe

document shape) and also shargsealicateobject (the

large ‘W’) and so isnothing like aseasy to locate as
the Y’ icon.

blend

blend

To summarise, if yowaredesigning ararray oficons
that people will have to search frequently, it i
sensible to give therdifferent pragmatic subjects

o

blending text

blending revision Blendingchapter

Y

blending section

ing again

ing eq TR blending section 2

&

blending eq%4 ummé wpl@ - blending

rather than different predicates.However, having
different pragmatic subjects will make the icdluok’

different, and so the array itself might be harder to pick

out.

Figure 4.8: pop-out in an array of icons

An object’s structure affects
grouping

The examples of pop-out we have seen so far have shown th
of the scene, by determining which other objects it will or will
changes to an objectewn internal structurecan also affect
grouping: structure affects structure!

at changing one attribute of aanobfésttthe structure
not form a group with. As wehagyes tattributes,

The arrays (a) and (b) in Figure 4.9 contain two types of obj
One is a simple circle, the other is an incompletele — a
small part of the circumference is missing. When the incomp
circle is placedamongst ararray of complete circles (a), it is
easy to see the incomplete circle. The opposite igrnet— in
array (b) it is much harder to locate the compbitele amongst
a number of incomplete circles.

When wedraw structure diagrams fdhese two sets ofircles,
we have toshow the incompleteircle in set (a) forming a
pragmatic subject, to make it clear that it pops-out. For set
we have toshow the completeircle aspart of the same group
as the incomplete circlesbecause it doesn'tpop-out.

0.0 O
|e©O 0-0

3
OO
O

30

(b)

005
20
o5
J

Oo
Oo 905

(b ?:lgure 4.9: asymmetry of pop-out due to structural
differences

Figure 4.10shows how these groupse composednot all of

the circles are shown). In thidgure we havedescribedhe incomplete circles dsircles plus gaps’ — ineffect, we are
saying that they actually have two components to their structure, while the completeac@@lss circles,andhave no

further structure.

When most of the objects within a groagesimple,
and do not have a structure, a similar object thes
have a structure cannot form a growjth them at
the same level. The simple objects form a subgrg
and the complex object becomes a pragmatic sub
as in Figure 4.9(a). In contrastthen most of the
objects within a groumre complex, with a common

up,

ECt, circle

group of
circles

circle circle

circles
subgroup of
circles

circle

—F

circle

pragmatic subject and a structure, simple objects

circle circle

consist of the same pragmatic subjbat nothing
else, are able to join the group: asFigure 4.9(b),
they are simply perceived assimilar to the other
objects, but less complex. Theye able to ‘hide’

Figure 4.10: complexity of structure affects pop-out

(b)

amongst the noise of the other objects’ complexity.
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n_nl Complex objects that do have a structure pop out from simple objects that do not have a structure.

n_n.l Simple objects can ‘hide’ amongst more complex ones, if they have the same pragmatic subject.

Exercise Set 4

1. Draw structure diagrams for each of these abstract icons (ignore the words):
delete line word search
-y
X H D
replace word scroll right
2. Draw a structure diagram for the array of icons in Figure 4.8 (ignore the text labels and the ‘frame’ of the

window), with the ‘document shape’ as the pragmatic subject of the icons that have one.
3. Draw another structure diagram for the icons in Figure 4.8, this time assuming that the ‘W” of each icon was its
pragmatic subject.

4. On the basis of the two diagrams you have drawn for Figure 4.8, would it be easier to find the ‘blending text’
icon if it had the ‘document’ or the ‘W’ as its pragmatic subject?
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Knowledge can affect structure

We have now seen that structural information can determine pragmatic subjects — it isn’t all to do wathdlowésurs.
Pop-out alsaccurswith items whose sizeshapeand colour are the same, but whose structura® different, as in
Figure 5.1(a). The ‘cube’ that points tlegher way’ standut. You might think that this is judiecause ithasbeen
rotated,but there is nopop-out with similar objects that contain the same number of lines, armgléssoon, as in
Figure 5.1(b).

(a) (b)

Figure 5.1: two very similar sets of objects with different pop-out effects

Pop-out for the objects iRigure 5.1(a) must bduetheir grouping in the way that is shown kigure 5.2.Lack of
pop-out for the objects in Figure 5.1(b) must be due to their forming a single group, which neededcchrthrough

for the ‘different’ object to be found.
group of
cubes

subgroup of
cubes 'down'’

This is a good example of how the propositional knowledge that
a person has access to edfecthow theyperceivethe display.

If you are told that the objects in Figure 5.1(b) showehe of

a megaphone, or an empty boescendinginto thedisplay (as

in Figure 5.3),then youcanform a mental image of #ree-
dimensional depth relationshietweenthe lines on thescreen.
Nothing has changed visually, but now the one item ‘facing’ the
other way pops out of the display.

Seeing it aghree-dimensionahasmadeits ‘direction’ obvious,

and it has been grouped separately from the other ‘empty boxes’
You havealmost certainlyseenlots of pictures ofcubes like
those in Figure 5.1(a)and soyou were able to segdhem as
three-dimensionasdtraight away, but the use pkrspective in [ CUbej [CUbej [ CUbej
the objects ofrigure 5.1(b) isunconventionaland soyou had
to be given a hint as to how tmterpret them asthree- ) )

dimensional. Figure 5.2: the struccutttj):aesdlagram of the 3-D

Figure 5.3 - reinterpreting the structure of the objects in Figure 5.1(b)
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Exercise Set 5

1. Draw the structure diagram for Figure 5.1b, showing the representations formed without any propositional
knowledge, so that objects are perceived as 2d.

2 Draw the structures with propositional input, so that they are perceived as ‘empty boxes’. Which object is the
pragmatic subject?

3. Look back to the structure diagrams that you drew for questions 2 and 3 in Exercise Set 4 (for the document
icons). Which of the document icons is the most ‘complex’?

4. Draw structure diagrams for these two arrays of icons, and identify which icon, if any, is the pragmatic subject:
¥ 2 v ¥ 2 ¥ £
¥ 2 B ¥ 2 l
wlw ¥ ¥ B 88

Learning the meaning of objects

A computer user who wasearchinghrough the abstraendrepresentational icoarrays ofFigure 5.1 had to generate
mental images of ‘target’ icons that they thmmparedhe ‘candidateicons againstBeforethe experimentould begin,
the users had to learn what each of the icons ‘meant’ — propositional knowledge. When they waskethéo ‘find the
icon for deleteline’, they were able to retrievetheir propositionalknowledge and use it to generate an object
representation of the icon that they were looking for, without any visual information.

In practice, usersan never bgiven exhaustive training on computer programs, to make sure that they exaotly

what every icon looks like and means, nor what the structure of every dialogue box is going to be. Whall Usars

about the structure of interface objects depends on how they use them, as was shown by two hypertext databedes that
versions of the same display design, with one slight difference (Figure 5.4).

( ) ( )
Welcome to York Welcome to York
S
L —
v o
b
" M
v
MAP BACK ONE |RESTART ) L MAP IBACK ONE |RESTART )

@)

(b)

Figure 5.4: The two versions of the York Hypertext interface

The prototype ‘visitorguide’ hadbeenbuilt to let peoplereadtext andsee pictures o¥ork. They could navigate by
clicking on ‘hot spots’ in the text, or by using a set of buttons at the foot afcteen. In Version A of thmterface,
these buttons allowed them to access a schematic ‘map’ of all of the screens, an aljpiddétaf the screenstitles,
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to go ‘back-one’ to the previous screen they seen (rathelike an
undo function), or ‘restart’ to go right back to the first screen.

Version B was the same, except that the ‘index’ button was omitted.
People were shown how all of the functions workattjthen given
some questions about York that tHegd tofind the answers for in

the hypertext. A typical pattern of exploration involved trsers ; X

selecting a screemndthen realising that ididn’t offer them any (t'tle ) (plctureD (text) (buttons)
help, and sothey would use the'back-one’ button to retracetheir
steps. Sometimes they would get completely lost, and ‘restart’.

In Version A the navigation buttonsere presentetbgether as a

block at the bottom of the screen, and since thesimilar shapes (back one) (restart)
and colour, theyformed agroup on thescreen(Figure 5.5). To

attend to any one of these buttopgople firsthad toattend to the Figure 5.5: the structure of Version A, with

P ) the ‘map’ button forming the subject
g:rcl).luc?uses a wholeandthen make a transitiomto the group’s following a transition into the structure of the

navigation buttons

When they did ‘zoom in’ to the structure of the groups, the

individual objectswerethe fourbuttons, but since theyereall identical (aparfrom the textual labels), none of them
‘popped out’ as a pragmatic subject according to shape or colour. In these circumstancemulgdremost likely to
scan across the buttons from left to right, reading the labels asvthégt normal text. A transition path thatould be
required to find the ‘restart’ button in this interface is shown in Figure 5.6.

screen A
screen A

picture text buttons )

L butions

(title picture text) —(map index back-one restarD

( index back-one restart)

(map back-one restara

( j)

 restart]

(map index resta@

(map index back-one)

Figure 5.6: transitions required when using the buttons in Version A

After peoplehad answeredll of the test questions, theyere askedbout the various functiorendbuttons,andwhat
they all did. Most of the people who had used Versionete found to understartiat the mapandindex buttonscould
help them navigate around the system, even if taeynot actuallyusedthem (theyhad, afterall, beenshown them in
the introduction). Surprisingly, the people who had used version B were found téebsikeowledgeabout thepurpose
and use of the ‘map’ button. A look at the structure of the interface shows why this might be (Figure 5.7).

In Version B, the gap left by the omission of tirlex’ button breaks upthe group of navigation buttons. Now the
‘map’ button stands orits own -and dependingipon the size of the picture, might actually dmssociatedstructurally
with it instead of with the other buttons. When people had to use ‘back one’ or ‘restart’, they nohkmhgencounter
the ‘map’button (the transition path is shown kigure 5.8). This meant that as thaysedthe system, theylid not
encountethe ‘map’button while theywere navigating,and sothe information theyhadbeengiven at the start of the
session about its function was not integrated into their propositional understanding of the system'’s functionality.
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screen

(R Qe]al=] (restart

Figure 5.7: the structure of Version B, with the ‘back
one’ button forming the subject following a transition
into the structure of the navigation buttons.

The transition patldiagramfor Version B shows that it is
indeedeasier forthe users tdind and use theback-one and
restart buttons, but it is at the cost of thaiderstanding of
the map button. A conclusion we can draw from thkample

is that grouping items together visually not only halpsers

to locate thenas a groupvhen they need to ugkem, but it

also helps them togeneralise about their common
functionality.

o]

Propositional knowledge about one of the group teilid to
‘rub off’ on the others. Of course, thcanonly be beneficial

to users if there really is some similarity in the functionality
of the groupedbuttons. If the‘'map’ button had actually
shown ageographicalmap of York, rather than of the
hypertext, itwould not have helpedhem to navigataround
the system at alland so itwould have been misleading to

Objects that are grouped together can come to
share propositional meaning, with experience

place it with the other navigation buttons, even though they are all ‘objects the user can press’.

E Functionality is ‘what the user does with a system’, not ‘what the system could do’

screen B

(picture text map-button buttons)

[ butions J

(title picture

screen B

text map-button) —( back-one restart )

buttons

restart }( back-one )

Figure 5.8: visual transitions when using buttons in version B

Competing groupings

The contribution of propositiondnowledge to perceptiomight seem tanake the task of displagesign a whole lot

easier: after all, if users can be told what to look for, and can learn how to group objects, why should it matter what the

visual information is like? The pop-out examples shaarlier inthis guide should convinceg/ou why this argument

fails: for example, even when you know that all of the circles are just circles, a differently coloured circle still pops-out.

HOBRO[ ][]
OHO O[]
HBEEOO O[]
OONM[ IO
OHO[ O[]
HEOOO[]

Figure 5.9: Colour dominates shape

] N E)
WL IEOI[]
[N EL AN
L X JOXOXOX
o) 10X JOXO
L JOX JOX X
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Those examples were selected especially because they stimveftbcts ofpop-out verystrongly, of course. Thewere
generally very simple, with only one attribute changing to influence grouping. Even in more complex arrangements, th
dominance of the visual contribution to object representations can be just as convincing.

The left hand array in Figure 5.9 shows again how strongly colrudeterminghe grouping of objects. It isasy to
seethis as a group of black objecsd agroup of white objectseventhough the objects themselvbave different
shapes. In the right hand array, where the objects are arranged by shape, it is not so easy to see two distinct groups.

Herethe randomness ofhe colour dominates therderliness ofshape, preventing the visual-to-object transformation
forming a pragmatic subject in the structure of the array. Figure 5.10 shows stdiatireens otthe two arrays. In the
left handarray, there is an ‘intermediatigvel of groupingbetweenthe array andthe individual objects, but this is
missing in the righbandarray. Onceyou ‘know’, propositionally, thatherearetwo ‘shape’groups in the righhand
array, you can impose this structure on the object representation, but it seems to require continueffonietdatio so.

As soon as you look away and back, the randomness of the colours dominates once again.

array

black group white group

/ \ white || black || white [| white || black || black
[squarej[circlej[squarej [squarej[circlej[squarej square||square||square|| circle || circle || circle

Figure 5.10: the structure diagrams of Figure 5.13

The arrays (a) and (b) in Figure 5.11 show pop-out due to the shape of the oblongs. (&) dudiib) the object in the
array that does not have the same shape as the others becomes the pragmatic subject and pops out. In (differee object
in colour,andthe pop-outeffect is enhanced. As iRigure 5.9, colour is stronger than shape, for (d) the white,
horizontal object pops-out, while the black, vertical form does not. Thilesgpitethe fact that the white object has the
same shape as the black objects, while the black object has a different shape: so colour dominates shape.

a) shape pops out b) shape pops out ¢) colour pops out
/
00p Y 1 S g P
il =0 = 1T = e 1)
—
o = C 1°11
d) colour dominates shape e) texture pops out f) shape dominates texture
¥ q
= - Togl  Bels
- I E l o
Figure 5.11: varying combinations of colour, shape and texture

Arrays (e) and (f) introduce a new attribute, texture. Texture is defined as a regularly spaetitii/e patterrwhereeach
of the objects of the pattern is individually perceptible, but where the olgjetsuch smaller than the whole thisey
fill. Although it is common to think ofextureandcolour as verysimilar, since theyappear to beroperties of the
surface of objects, visually they have quite different properties. Unlike colour, texture does not dominate shape.
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In (e) the oblong with a different textu(direction of stripes) to the other oblongkespop out weakly, but in (f), the
upright oblong that has the sardiection stripes as the other oblongsandsout instead.There is ahorizontal,
differently texturedoblong in thearray,but it is muchharder tolocate now than in (e). Clearly thdifference’ of the

texture is not as influential as that of colour. Like size, brightness and contrast, texture is also a ‘depth cue’, with object
of a finer texture appearing further away than objects of a coarse texture (Figure 5.12).

L A y A— \ [ A A\

Figure 5.12: objects with coarse texture appear closer than objects with fine texture.

E A coarse texture, like a larger size and increased brightness, makes an object look close.

Although the textures in Figure 5.11 were differently sloped, theng equallybright, and sothey did not suggest that
any of the oblongs were any nearer or further away than any of the others. This meant that the texturedidtriottes
force them to join separate groups, allowing the shape to dominate.

E In grouping objects, colour and shape (‘difference’) dominate closeness.

The grouping of objects on the basis of attributes like colour,asidehape is such a pervasive partdekignthat we

tend to take it for granted in many circumstances. Textgeoa example. Letters tharewritten in the same font and

face are easily grouped into words, even if they do not actually spell recognisable words. Changing the attributes of letters
makes thewvordsmuch harder to readpecausetheir component objectsecome morevisible’ than the wholeword

(Figure 5.13), even though the word boundaries (spaces) are still there.

letters Il similar faces form words

digghe MUt noggel guty ssinf buttr

dissimilar letlers arf harder® o read

Figure 5.13: similar attributes of letters help them form easily readable words, even if they are nonsense,
but letters with dissimilar attributes are harder to group into words, even if they make sense

Exercise Set 6

1 Draw a structure diagram for parts c, d, e and f of Figure 5.11.

2 Identify the pragmatic subject of the main group in each diagram.
3. Which of the subgroups also have pragmatic subjects?
4

According to the answers that you have given for question 3, is it easier to locate the differently shaped oblong
in part d, or the differently textured icon in part f?
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Tasks have structure too

The first displays that wanalysed at irthis guide requiredusers tooperate‘control panels’ forlighting and heating

(Figure 1.8). The two designs differed in the way the on and off buttons were grouped: as columns of similar buttons,
in rows with the room label. Although waiggestedhat the‘rows’ design was better for a usato had to control

rooms individually, someone whitad tocheckthat the lights or heatingiere on oroff in the whole buildingwould

benefit from the column grouping. This showed that it waesessary to considére task that the user was performing,
becausehis would affect the order in which
they would want to movéetweenthe screen
objects.

check a room

Figure 6.1uses a structurdiagram toshow

the difference betweenthese two tasks. Tg
‘check a room’, the user has to find the room,
and then check the buttons. To‘check the
building’, the userneeds to successively
check buttons, but doesn’t need to look at
room numbers.

check building

he

(check button 1) (check button 2)( check button 3)(check button 4)

Having used the structure diagramrépresent
these tasks, weould also use the transitior
path diagram toshow thesequence inwhich
the steps of the taskare carried out
(Figure 6.2). These are particularly simple
tasks,and as weéhaveshown them, justequireone transitiondown’ into the structure of the taskeforethe separate

steps are carried out. By explicitly showing the order that those steps are carried out, they do give us the information tt
we need to choose between the ‘row’ and ‘column’ designs of the control panels.

Figure 6.1: the structure of the tasks involved in using the ‘control
panels’ of Figure 1.8

In the first task, the user has to first find a room, and so the display must be structured to support a visualft@nsition
the panel to the room numbefs|lowed by atransition from the room numbers to thedatedbuttons. In thesecond
task, the user has to locate the set of relevant butsmuthen must beable to make @equence ofransitions through
them.

Until now we have emphasisetthat the structureliagramsandtransition pathdiagrams represetite ‘objects’ that the
user is perceiving on the display, and have linked this to the concept of a mental object representation. Clearly, the ste
of a task are not objects, and yet we have shown that they can also be represented by the diagrams.

C ) —( find room

check button )

(check room
()

check room

check room

(check buttorD

_(

)

( find room )

_(

check
building

checl
building

checl
building (

check

check

check

check

)

_( button 1 button 2 button 3 button 4,

()
chec
button 1

chec
b

check

check

utton 2 button 3 button 4

—( )

)/ checl
\ button 2

chec

chec

chec

button 1 button 3 button 4

—C )

etc.

Figure 6.2: transition path diagrams for the tasks involved in using the ‘control panels’ of Figure 1.8
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In our discussion of the icon search taskerepeoplehad tolocate an abstract or representational icon fromatteys
shown in Figure 5.1, we explained that a propositional representation of the ‘target’ icased@scontrol thesearch:
each icon was compared against it until a match was found. We went on to describe how propésitioteaige’ could

affect the perceived object structure, and showedthewuse of twdifferent button layouts in a hypertexFigure 5.4)
affected the propositional knowledtfeat peopledeveloped. Asyou might expect, tasktructuresarealso propositional
representations. We carse the structurdiagrams to represettie breakdown oftasks into stepgand task stepsnto

smaller steps, if necessary) in the same way that objects can be broken down into smaller, component parts.

E Task structures are propositional representations, and can be analysed using structure diagrams and transition
path diagrams.

This is important in designing displays because of the feedback loop between propasitioizect representations, as

shown in Figure 2.2. Many of the examples we have shown in the last few sections have indicated that the propositional
expectations about a visual figuran affectthe object that is actuallperceived.These examplesvere equivalent to
single-step tasks, where the propositional representation was justegspettedshape. In tasks thdtave severasteps,

the subject of the propositional representation will change to represent each step in turn. Just as transitéemnade

through an object structure, zooming-in to objesrtdstepping through their component parts, transiticaeisalso be

made through a propositional structure, as the user concentrates on the steps ahdtii@skto carrythem out in the

right order.

The design othe displaycanhelp the user make these transitions by providing obmtesentationshat match the
structure of the task. When the user needs to choose one from several task steps, a display tregipnegridtescreen
element forming the psychological subject of the user's object representaliome providing helpful information
through the object-to-propositional transformation.

E An object representation that matches the task structure can help users form the appropriate propositional
representation of the task

This is the reason why the ‘lighting controls’ of Figure 1.8 are better suited for the task of contraliiidual rooms,
while the *heating controls’ are better for controlling the whole building. The rows iligthing controls support the
transition from the room label to threlevantbutton, while the columns in the heating controls support the transition
from button to button, as indicated in Figure 6.2. As the evidence from the use of the hypertexsisyated) the way
that users willcome to think about a tastan be influenced byhe display structure. Designers of displays take
advantage ofhis to help users from propositional tastkuctures thatvill be easy to recall, as the nefew examples

will show.

Ambiguity in task structures

Imagine someone who uses an ordering system in which they receive reqadstse to procesthem, in a stricorder
(this system is one that has been used in experiments, but is based on real applicatioague$tseontain fourpieces
of information thatneed to be‘established’ (e.g., copied into another form)and ‘actioned’ (e.g., sent toanother
department). The eight steps are:

1. Display thetime the message was received

2. Stamp the order with thigime

3. Locatetheoriginator’'s address

4. Confirm receipt of the order to treriginator

Index theregisternumber of the ordered item
Store theregisternumber on the order form
Identify the address of thecipient

Dispatch the order to theecipient

©No O

The boldword in these steps is @@mmand naméhat the user has to typeto the system tgerform the operation.
Figure 6.3 shows two ways that the usesuld dothis task. In the first structure, theser establishesach piece of
information and actions it immediately before going on to the next piece, as sedhenceiven above. Thiproduces
four ‘pairs’ of task steps, which we have labelled with piece ofinformation that is bein@stablishedandactioned in
each pair (shown in italics in the sequence above). In the second structure, tterrieserut four ‘establish'operations
to get all of the pieces of information from the message (steps 1, 3, 5 and 7 abd#egn ‘actions’ them all (steps 2,
4, 6 and8). Either of thessequenceseems plausible, but the system mustdesigned sdhat only one isallowed:
which one should be chosen?

To answetthis, look at the two transition paftiiagramsthat correspond tathe use of these structur@Sigures 6.4
and 6.5). These show that the ‘two groupdanf’ structurerequiresthirteen transitions overall, while thfour pairs’
structure requires seventeen transitions. At first sight it might seem that carrying out all the establish operatiahs first, an
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Figure 6.3: two ways of structuring the ‘ordering system’ task.

locate, stamp)(confirm

then the action operations, is the shortest] sobest solution,becausehe userdoesn’'t have to make so many
transitions upand down the structure. This is not the whole story, though: as with transitions througibject
structure, weneed toconsider how

‘difficult’ each transition is.

In Figure 6.4,the first transition [ ordering J( )I—(establish actions )
is from the task overall to the

group of ‘establish’ operations. Ir
Figure 6.3 wehaveshown this as
the pragmatic subjechecause you
have to establish information
before it can be actionedThis

means that the transition will b
made directly to that part of the
task. In other words, it is
unambiguous. The next four

transitions must benadeinto and

then between the four establish
steps (display, locate, index, an
identify). There is no pragmatic
reasonwhy any of these step
should beperformed beforeany of

the others: the useimply has to
learn their order.

( actions ) display locate index identify )

( locate index identify )

(display index identify )

(display locate identify )l

(display locate index )

( actions ) display locate index identify )

(establish ) stamp confirm store dispatch )

( confirm store dispatch)

(stamp store dispatch )l

If the user cannotemember what
orderthese four steparein, they
might make an error. Of course
you might expect them to
remember one or more of tisgeps,
but the more optionthere are, the
greaterthe chance oftheir making

an error bymissing one out of ()X ordering J( ) establish  actions )
choosing the wrong one. For the [

first transition,therearefour steps

to choose from, and so in
Figure 6.4 wehave indicated this
by the number 4 to the left of th Figure 6.4: a transition path diagram for the ‘two fours’ task sequence,
transition. This is aneasure of the showing the ‘ambiguity’ of each transition

‘ambiguity’ of the transition. If
they get the first step rightherearethenthreeoptions to choose frorfor the secondstep,and if they get this right,

(stamp confirm dispatch )

( stamp confirm store )

(establish )I—( stamp confirm store dispatch )

ambiguity of each transition

(1]
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there are then two left for the thiadep.

. i _ i _ Of course, if they get the firsthree
( ) [—{(ime orgihator register ecipient) steps correct, there is only one option to
4 — . — , choose from for the fourthtep,and so
(ongmator register reC|p|ent)|_(d|sp|ay stamp ) . . . .
1 this step would be unambiguous (i.e., it
o )l has an ambiguity of 1).
1 The next two transitiongre back ‘up’
isplay 0 the establish groumnd ‘across’ to
displ ) to the establish d t
1 the actions group. Both of these are
(orginator_register recipient) {((display _stamp ) unambiguous - ineach case there is
only one alternative to choose from.
3 : : — _ | lternative to ch f
(time _register ’ec'p'em)l_( locate _confirm ) Then thereare another four transitions
1 _ through the action steps (stamp,
1 confirm )l confirm, store and dispatch). Again,
_ there is no pragmatic reason for these to
1 (Jocate )| be carriedout in the requiredorder, and
. . — : the ‘ambiguity’ of each of these
(Lime_ register rec'p'em)l (locate_confirm ) transitions is 4, then 3, thenahdthen
2 _ — — _ 1, as for the ‘establish'steps. To
(time ~originator reC|p|en9|_(|ndex store ) ) , .
1 calculatethe ‘chance’ of auser getting
= | all of these steps right simply by
1 ) guessing aeachtransition, wehave to
= )l multiply all of the ambiguity values
Inaex . . .
together. ForFigure 6.4, ignoring the
1 -
(time originator recipien)l—( index store ) 1sh’_ :;hIS :(54 ;72 XT[?' X4 x3 ?[(h 2’[, i
1 which makes . This means that i
( time originator register)l—(identify dispatch ) y[:)u tried fto guess t:e tashkequencg;:gr
the ‘two fours’ conditionthereare
1 a . : '
dispatch )l different plausible sequencespnly one
1 of which is correct.
1 ({dentiy )l Looking atFigure 6.5, wecan seehat
o . — . although the ‘four pairs’ structure
deri remplent time orlgmator reglster id i di h . . .
1 ( )I_(' entfy _dispatch ) results in the same eight steps being
Pordeing. Y( )l (ime orignator register recpient) | C@Miedout, the ‘ambiguous’ transitions
happen atdifferent points in the path
o . through the task sequence. Now the first
ambiguity of each transition transition, from theordering task down
to the first pairing, ‘time’, has an
Figure 6.5: a transition path diagram for the ‘four pairs’ task sequence. ambiguity of 4, sincethere are four
showing the 'ambiguity' of each transition pairs to choose from. The next two

transitions, through its two steps, are
unambiguoushpecausdhe ‘action’ (stamp) cannot keerformeduntil its information hasbeen ‘established’ (display).
There is then a transition back up, which is unambiguous (the steps only belong to the ‘timeagdaume across to
the next pair, ‘originator’. This transition has an ambiguity of 3, sthege are three remaining pairthat could be
chosen. Again, the transitions through the ‘locate’ and ‘confirm’ pair, andithaek up to ‘originatorare unambiguous.
There isnow achoice oftwo remaining pairsand sothe ambiguity of the transition toegister’ is 2,but all of the
remaining transitions are unambiguous, including the transition to the final pair, ‘recipient’, since it is the last one left.
This gives a total ambiguity of the path of 4x3x2, or 24, much less than the ‘two fours’ path.

E The ambiguity of a transition is a rough guide to the difficulty users will have in making it correctly

These ambiguity measures are only rough guides to the diffitidtyusers willhave in remembering path through a
sequence, but they do allow different options to be compared by emphasising the amount of supportiherecpgre

to ‘disambiguatetheir choices aeachtransition. In some caseshoices can be supported tlye use of‘pragmatic’
knowledgeabout options, such as the constraint that ‘establish’ steps amngtbefore ‘action’steps. In othercases,

users can be supported by the structure of information on the display. If, instead of simply having to type the eight steps
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in the orderingtask, usergould click on buttons, therdering ofthe buttons on theisplay could baused to provide
information about the required order of the commands.

In practice,you don't alwaysneed toconstruct the complete transition pattagrams to calculate sk structure’s
ambiguity. The numbers to be multipliedn be obtained directlyom the structure diagrams. Veewthe transition

path diagrams here to show what the measure really meant in termsdeinthadghat theinterface designmvas placing

on the user’s cognition — and they could equally well help in teasing apart difficulties in more complex situations, or ir
persuading other designers about a problem.

Conceptual structures

An important point to note about propositiomapresentations ithat the clustering of task steps into growgas be
purely ‘conceptual’: the middle level in the structured=ajure 6.3has nocommand obutton-pressassociatedvith it.
This level simply reflects the way that the users have bmeght the task. It is part of their mentabdel ofthe task,
not part of the real world. All the computer system cares about is receiving the eight commands in the right order.

Becausepeople can learthe structure ofasks, itcan be beneficial tgive differenttasks within a system a common
structure. Thiscanreduceambiguity by removing th@eedfor users to choosketween differenstructures. Imagine a
Cash Machine thapncethe user’'scardhas beennsertedandtheir secretPIN numberverified, allows people tceither
press a button tacceptout adefaultamount of money (£50), or to press anothetton torequest aspecific amount
(e.g., £30 or £60). This requires people to learn two task structieesnding orwhetherthey want thedefaultamount
or a different amount, as shown in Figure 6.6.

amoun

get novel Start accept

( amount transaction  default Proceed-..
accept

( defaull)t proceed.,,) )
Start

(transaction proceed... ) )

transaction

get usual
amount

()
start
transaction
\ _default 4

ATM task
amount
amount

get usual - Start accept )
proceed ny transaction  default
get novel get usual start refuse alter
ATM task amount amount transaction default amount proceed...

refuse

alter
default amount Proceed..

get novel
amount
get novel
amount
get novel
amount

get novel
amount

\{ransaction 4

refuse
\__default

alter
amount
proceed...

star al

er
transaction amount Proceed...

start Tetuse
transaction default Pproceed..

start refuse  aner
transaction default amount

Figure 6.6: the task structures and transition path diagrams for accepting the default amount of cash
or rejecting it and requesting a different amount.

There is no ambiguity in this task structure, sincedtder ofeach ofthe steps isonstrained for pragmatieasons. It

differs from the ‘ordering’ system in that not all of the steps have toabi®dout: only one of the two sub-taskeeds

to be carried out each time the Cash Machine is used. This is fine for users who want to ‘get usual amount’, since as it
the most frequent action that perform with the machine, it will be the pragmatic subject. On the occasions doatt they
want £50, though, they wilhave to remember toarry out adifferent set of steps, but one that is natmediately
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different. In fact, oncethey have gone through

the ‘start transaction'step, they maysimply

\. /

( h El carry on with the rest of the mosfrequent

I> HEEIN sequenceand ‘accept default’, eventhough it
A <] 000 isn’t what they wanted.

press o Suppose the machineere redesigned, sthat

[> (;A(;?Fer::t £50 <] SEE instead ofpressing one button taccept the

default, and another to go on to alifferent

[> w’ <] [ | dialogue wherethey could specify adifferent

amount, both tasks weraergedinto one. In the
machine shown in Figure 6.7, the usan press
the middle button to get the amount shown, or

Figure 6.7: a redesigned Cash Machine with a single task structure

they can press the upper or lowdsuttons to
increase or decrease the amount shown, and then press the middle button.

This combines the task structures for taking default and novel amounts into one structure, as stigune 8.8. Users
always have to start the transaction (i.e., insert their card and PIN number) and then ‘opdefaeldiefore proceeding
to take their card, receipt and cash. The task is no more complicated on the occasions that peoplelefanit dineount
shown, but the transitions through the tasdkucture nowrequirethem to make a visual transition to thenount,
whether they want the default or not. Once they have done this, they are more likely to ‘notice’ whettier @nimunt
that they want, and so will be less likely to slip into accepting it when it is not.

ATM task

Operate o
default

star

transaction

ATM task ~ostart Operate on ) _(
- default _ Proceed...

ATM task start  proceed... ) -( )

default transaction

ATM task ) start  operate on _(

- transaction __default

Figure 6.8: the combined task structure and transition path diagram

Complex multiwindow displays

The displays we have looked at in the examples so far have been comparatively simple, with only a few objects or groups
of objects on the screen at a time. Many displays are, of course, more compléxghpatrticularly those withseveral
differentwindows, whichcan berearranged or resized liie user. Letting the usquosition groups of objects on the

display clearly reduces the designeatslity to control the structure, but thiechniqueshat wehavepresented casntill

provide some support. In particular, the contentdiftérent windows can be&omparedwith the tasks that the uswiill

be carrying out, to ensure that they can easily move from window to window without having to laboriously search for the
information that they want.

The interfaceshown inFigure 6.9 is asystem that letdravellers make enquiriesbout internal flights inAmerica.
Travellers can use a mouse and keyboard to enter information, aatsganputspeech byholding down abutton (The
microphone icon in théRecord’ window). Thetranslated speechmput is shown in the ‘Recognition’ window. The
multimedia aspects of this interface are not at issue here. We are going to consider the visual structnterécieand
think how this might affect the user’s tasks.

Figure 6.10 shows the first level of a structural diagram for this screen. Because all of the windows can lzecuoded
resized, and repositioned by the user, we can't réglllyanything about the groupings that they might fornpiactice
(in Figure 6.9, for example, there is a cluster at the upper right, a cluster in the amhtagroup along the bottom of
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Figure 6.9: the MATIS screen display

the screen). The arrangement of the windows within the screen has been maintained in the dtrictoretohelp you
identify the screen objects that theferto. This can be ausefultechnique for complicatedisplays, but it onlyreally
works for showing one level of a single object’s structure at a time.

If we just look for now at the requests, which are on the left of the screetanpeoduce astructurediagram ofone of
them (Figure 6.11). In this diagram we hameludedseverallevels of structureand sohavenot been able to maintain
the spatial organisation of the objects, ascaeld in Figure 6.10. Weéhave been able to indicatéhich object within
each level, if any, forms a pragmatic subject.

The window consists of theheading (which
contains the name of thequestand aclose box),
the icons (one to startsearch, the other tolear

the form),andthe requestform itself. This has a
scrollbar and a list ofearchcriteria, thateach have
a title and aslot, which will all be emptywhen a
new request is createthut which will befilled in

by the user. In this Figure we've just shown the
structure of the ‘Fromand ‘Arr Time’ slots, but

the others have similar structures.

screen

request 2

l request tools l Office Manager ( \
( Recognition )
list of
icons
‘
( request history ) ( notepad/annotation )

Figure 6.10: the top-level structure of MATIS, treating each
window as a unit within the screen.
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"request
form"

clear
button

search
button

~
"search arrows "clear the
Enformation'] ( request"]

scrollbar

( ~
(To )(Dep Time)(Arr Time )(Airline )( Meal)

/
CPittsburgh") ("Arr Time)

Figure 6.11: the structure of the MATIS request form.

What can you tell about the use of this structure? To begin with, the icons are likely to form the pragmatic subject of the
form’s structure, since as a group they pop out from the textual content of the rest of the objects. Thisbecaass,
in searching fothis particularform, this groupdiscriminates it from all othevindowswithin the display — none of
them contain this group or the two objects it is composed of. The user will be able to form the mental image of, say, ‘a

screen

2 request

3

(matis request  results of ...etc) —( icons  heading form )

_(open—book arrow—triangle)

_( list scrollbar )_

_(From To Deptime ArrTime Airline Meal)

( icons heading)

(scrollbar)

(To Dep time Arr Time Airline Meal) _("From” slot ”PittSbUfghj

slot "Pittsburgh”

"Pittsburgh”

Figure 6.12: a transition path for the use of the request form

book’, and will be able to reject any
other windows as soon as they look at
them.

Once they have foundthis window,
they will probably want tofind the
slot that theyhave to enter a specific
piece ofinformation in. Mostrequests
will be to find a flight from one city to
another. Theséwo slots are the ones
that are most likely to be filled first on
a form. The names of these tvatots
appear at the top of the list on theft
of the window, and since people
usually read from left to righind from
the top of a column down, we can
suggest that the ‘From’ slot will be
the pragmatic subject atis group,
and so the easiest one tofind —
consistent with the users’ most
frequent task.

The ‘granularity’that youneed to use
to describe a structure depends upon the
way that people will have to use it. As

we have seen with icons, the structure of objects nmgatl to be consideredtiiey have to be discriminateilom one
another, but it may be sufficient escribe, forexample threelines just as ‘lines’ withouturther decomposing them
into ‘line + line + line’. In Figure 6.11, you'll see that waven'tdecomposed wordsto their constituent letters, nor
the ‘book’ and‘arrows’ icons into their structures, since in bathseshe pragmatic subject @ach ofthemwould be
sufficient to discriminate it from the other objects within its group. If galn’t know what these icons meatiough,
and were searching for a textual label that meant ‘start a searchiigbti have difficulty locating it, since it is part of
the predicate of an icon, whose pragmatic subject (a book) is not usually associated with the task of searching.

Figure 6.12 shows a transition path that a user miggdite to fill in arequestform (that isalreadyopen), toenter the
information about the city they want to fly from. Vidantell from the structuratiescriptionthat peopleneed toread
downthe list of slot-namesandthen make a transition to ttsot. Onething that mightmake it easier fothis last
transition to be made is if the slot names were right justified, rather than left justified, but this in turn might break up th
visual structure of the list, and make the name harder to find in the first place.
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Looking at the items within the list, you can also see that in an empty form, thiegvathe same structure. As soon
as they get filled, their structure becomes mmomplex - armadditionalpart is added. Aswith the ‘circles’ and‘circles
plus gaps’, the filled slots stand out from the empty slots, and so are more noticeable.

Exercise Set 7

1 Draw structure diagrams for the ‘Request Tools’ and ‘Results of request’ windows shown in Figure 6.9 — but
don’t go into too much detail.

2. Complete the structure diagram of the Requests window by adding the contents of each filled and empty slot.

3 Suppose the user had just entered ‘Pittsburgh’ into the ‘from’ slot of the Request form, and ‘Boston’ into the ‘to’

slot, so that they are now looking at the word ‘Boston’ (and the rest of the slots are empty). Draw a transition
path diagram to show how they would:

a) locate the search button to carry out the request

b) find a flight that departs before midday from the ‘results of request’ window (which will be the one shown in
Figure 6.9).

4 Consider the task steps the user will be making at each moment in this transition path diagram (that is, before
making each transition), and so what propositional representation will be guiding their search.
At one point the object representation provided by the display does not correspond to the propositional
representation. Can you spot a simple change that you would recommend to improve this display?

5. Suppose all of the slots had been filled in — does this change the way the ‘list’ object is structured? Draw a new
structure diagram for the ‘list’ object.
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Most of this guide deals with the design and layout of objects on the display, since thisighgycommonest form of
computer interface. As you have seen from the previous section on tasks, the same structurahmaohdiggramsthat

we introduced for object representations can be used to look at the propositional level of representation. This is because of
the assumption in our psychologidedmework,ICS, thateach ofthe nine cognitive subsysteroperates in aimilar
fashion,eventhough the information thegachprocess isdifferent in nature. This also means that thiending of
propositional and visual inputs at the object subsystambe used as a guidehelp usunderstandlending of other

levels of representation, opening up the way to an analysis of multimedia interfaces.

Relationships between levels

We have used structure diagramsstmw how the focus of attentiaran move between differenbbjects,andtransition

path diagrams to show how the structure of the object representation changi®e\as attention moves. Objects that

had been part ofthe psychological subject’'s constituent structemeld be focusedn, in which casethe whole
representation shifted down a level in the structure. Conversely, the representation could shift up a level if the group was
made the new subject.

A similar change happens as representations are transformed between the diffesestems in ICS, although thdees

not correspond to a change attention, since it is happening continuousiynd in parallel. Each time a sensory
representation (acoustic or visual) tiansformed to a perceptual representatiororphonolexical or object), the
psychological subject moves up a level - so whatever was the group in the sensory representation becomes the subject of
the perceptual representation, and the sulgjedtpredicatéecomeits constituent structure. The constitusiructure of

the sensory representationl@st in this transformation - which is why espresentationare transformed itthis way,

they become more abstract, and contain less sensory detail.

E Transformations from sensory to perceptual levels move up a level in the structure of the information

Figure 7.1 illustrates this process happening &agment of speech isomprehendedlhe sound of thevord “shy” is

composed, at the acoustic level, of a subject (“the sound of the phoneme “sh”perdlicate(the sound of theghoneme
“eye”). Each ofthese phonemes havecanstituent structurenade up ofpatterns of sound energyat are called
“formants”.

morphonolexical
Topresontation Klssed(Agent Boy(shy); Ob@

"the shy boy"

acoustic
representation

propositional
representation

Figure 7.1 : the transformations required to understand speech produce successively more abstract
representations by moving up the structure

Whenthe acoustic-to-morphonolexical transformataperates orihis representation, the formaase discarded, and the
subject of the new representation becomes the whole word, “shy”. Its constituent structure is now made sybjefcthe
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predicate level of the acoustic representation, although because this is a different level of representation, the nature of
information has changed. The transformation has also added a group to the structure, bivding “gtey” in with the
rest of the speech that has been heard - for convenience, we have shown here the next word that will be heard, as well

A similar process occurs when representatians transformed byhe objectand morphonolexical subsystemato
propositional representations, and then by the propositional-to-implicational transformation. All dfdhsfemations
make the group of the incomingpresentation the subject of thetput representation. IRigure 7.1, the phrase‘the
shy boy” becomes a single ‘fact’ in the overall propositional representation of a sentengwivitheal parts ofspeech
now form the constituent structure. firther transformation woulgroduce arimplicational representatiorthat would
have the ‘scene’ of ahy boy kissing a girl as its subjeandthe group thatvould beaddedmight be something like
“embarrassing situation”, allowing propositional predictions to be made about what the girl might do next.

As you might expect, transformations from implicational to propositional, then to @m@ntorphonolexicalandthen

to articulatory and limb representationsll have the oppositeeffect on the structure. These makess abstract
representations by discarding theup, making the subject the group, part of the constituent structure the subject, and
adding a new level of information as its constituent structure.

| Opr Transformations from central to perceptual levels move down the structure of the information

You canimagine a similasequence ofransformations as those shownRigure 7.1 happening for the production of
speech. A propositional representation that had a phrase or a clause as itsvsuitgebeused bythe propositional-to-
morphonolexical transformation faroduce astructure thatadthe individual words asits subjectand predicate.This
transformation would have to add the new constituent structure of these uratiisg in animage of the sound of the
overall word - which is the speech that wan ‘hear inour mind’ when wetry to plan what to say. Thisepresentation
would then beused bythe morphonolexical-to-articulatory transformation pmduce arepresentation oéach of the
sounds in the words. Unlikeigure 7.1, ofcourse, thiswould representhe intendedsounds,ratherthan thesensory
sound of the acoustic level, and it would control the muscles used in speaking.

propositional representation

Identity(Of: Figure; Is: bird's head) object representations

visual representation

Figure 7.2: the propositional and visual subsystems producing similar object representations from
different sources of information
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In summary, there is a sequence of abstraction as information is received and interpreted by the sugdgystems, and
a complementary sequence of elaboration as feelings produce ideas, which are used to forrmagestaivhich control
behaviour. This sequence provides us with a kayntterstandinghe blending ofdifferent sources of informatiointo a
single representatiorhecausealthough the representations edch sourcavill necessarily containifferent types of
information, the group at one level can correspond to the constituent level at another.

Figure 7.2 illustrates what mighthappen if youhavejust readthat “Figure 2.4 is aird's head”.The constituent
elements of the propositionegpresentation includieleasabout the structure of hird’'s head. Wheryou look at the
figure, your visual representation identifies where all of the lines and circles are and groufistahpassible objects to
make an object representation. At this point the oligmmtesentatiothat the visual subsystem hpduced isrich in
visual description, but only one of tlieatures, the eye, is identifiable. In contrast, the propositisnbsystem has
produced a vague description of a bird’s head, but is lacking visual detail.

We haveusedthis examplebecauseahe structure of both objectpresentations is vesimilar, and, in particular, the
subject is identical. The similarity in structures means that the visual opjelotsi out by the visual subsystem can
each be matched with a corresponding label provided by the propositional subsystem, so that theblesdédapject
representation is much richer than either individual input.

E Representations from different sources can blend if their structures are consistent

This example used information from a single sensory modality, which was fleimedwith an existing propositional
idea,but the samerocess underliethe blending of soundnd vision. The possibilitiesare more complex,however,

because blending coufsbtentially occur atany of the fourperceptual or centralubsystems. In fachlending could be
occurring at any of them simultaneously.

Blending sight and sound

The examples we have been discussingasdhave all dealt
with blending of object representations. Figure 7.3 shows the
most directroutes by which acoustiand visual information

can reachhe object subsystem. Notice that while the visual
sensations can be transformed directlyinto object
representations (by the visual-to-object transformatitrere

is no corresponding acoustic-to-object transformation.

The sounds must first be structurally interpreted as morphono-
lexical representationsand then identified propositionally,
beforethe propositional-to-object transformati@an produce
representations at theppropriate level. Similarly, the
implicational representations of the general meaningigtiits

and sounds cannoaffect the object level ofrepresentation
directly, for there is no implicational-to-object transformation.
These too must be propositionally interpreted first (this is not
shown in the figure).

| =] Sound cannot directly produce mental
visual images

The consequence of this is that the object subsydtms not
receive directinputs of multimodal origin,and that our
perception of thevisual world is not directly affected by the
sounds we hear. However, Biyure 7.4 shows,there can be

Figure 7.3: the routes by which acoustic and visual effects of our visual perceptionupon the way weinterpret
information can reach the object subsystem sound.

Like the object subsystem, the morphonolexical subsystem
receives representations fratre propositional subsysteandfrom its sensonpartner(the acoustic subsystem), but it
also receives input from the object subsystem. This asymmetry in the communication between the perceptual subsystems
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is most apparent when weead, since wecan form

mental images of the sound ofkpeaker'svoice as we
see words, in parallelith our comprehension of the
text's propositional meaning.

Usually, the fact that two transformatioase necessary
to turn visual sensations intomorphonolexical
representations, while acoustic sensations oedyire
one, means that the resulting morphonolexi
structures are not ‘coherent’. They dot match asvell
as those illustrated ifigure 7.2,and soblendingdoes
not take placeHowever,lip movementsare aspecial
case, becausetheir visual structure isvery closely
related tothe acoustic structure. Despite thdditional
transformation, it seems that a speaker’s lip movements
areusually blendedwith their speech - which is why
‘out of synch’ films are so difficult to watch.

f‘mpllc4—¢<]
A strangeconsequence othis blending of sight and
sound occurs irthe ‘McGurk effect’, where the sound
of a speakesaying“ba ba ba” isdubbedonto the lip
movements of them sayinfga gaga”. Most people
actually report hearing the soundda da da"
Furthermore, even wheyou ‘know’ aboutthis effect,
and sohave apropositionalrepresentation of what the
speaker isactually saying, theeffect still occurs,
showing thatthere must be adirect link between the

‘ <
som
visc
>{-"hand ]
limI>[=__etc ]
=
object and morphonolexical subsystems thabes not

go through the propositional level. Figure 7.4: the most direct routes by which acoustic and
visual information can reach the morphonolexical subsystem

| Oy Visual perception can affect the way we interpret sound.

As computer interfaces become more and more advanced, the relationship afdggind is becoming mor@ndmore
important. At first, it seems as if there will be a big problem in synchronising voicevigdéb clips, or invideophone
conversations, or in the use of animated ‘speaking’ characters. In practice, ittlseefos blending okight and sound

to occur, there must be veagcuratevisual information, or the object-to-morphonolexical transformationoisable to
produce a clear enough representation. The McGurk effect fails when the film of the lip movements ketalines is

not clearly lit, or is slightly out of synchronisation with the dubbed sound. Paradoxically, here a lack of synchronisatior
helps people hear what is actually being said, and the same is likely to happen in multimodal interfaces.

While video-windows on computer screens remain small, the quality of the visual informatigordiiele may simply
be inadequate to support the normal domination of sight over sound. Difficulties will only occur if the size of the pictures
increases, or their resolution improves, in whiasesynchronisation of soundill become mor@émportant (butthere
may be a compensation in that the quality of the sound will become less crucial, because of the help of the object level,

Propositional Blending

Even when sight and sound can not be quitdir@stly related as irthe McGurkeffect, it can begossible to attribute a
sound to an object on the screen, using propositiomakledge. Our perception dfiunderandlightning beingrelated

to the same environmentaiffect is really due to apropositional understanding, inwhich the products of the
morphonolexical and object subsystems are combined. Young children may be frightened more by thenuzsyhan

by the flash of light that preceded it, because they have not learnt that they are both effects of the same eveatnAs we
this fact, we cease to be ‘scared’ of the thunder, propositionally, even if we are ‘startled’ by it, implicationally.

In the same wayspeech can be attributed tonan-human part of a computer interfapegvided that the combined
propositional representation of the speaking interface object remains withbouhes of implicational models @fhat
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is reasonable. It is perfectly acceptableuderstand a
cartoon tree aspeaking to you, but itvould takevery

special circumstances foyou to feel comfortable
speaking to a real tree.

Opr Implicational knowledge ensures that
propositional blending is ‘sensible’.

Figure 7.5 details the sources of representations that
arrive atthe propositional subsystem. As well as the
perceptualcontributions from the morphonolexical and
object subsystems, thidigure shows representations
arriving from the implicational subsystenThese are
largely the result of the loop afeciprocal processing
between the propositional and implicational levels, and so
serve to keep our propositional understanding ofatbed
stable from moment to moment, so that gemerally do
not flip between contradictoryinterpretations of the
perceptual datanor are we prone to accept bizarre
interpretations. Thideedbackloop ensuresthat, for the
most part, we ouexperiences othe world fit with our
expectations. The propositional subsystem is closely
involved in our use of language, sincepgtoduces the
morphonolexical representatiorthat are our ‘mental
voice’, and iswherethe referentialmeaning of sound is
assimilated. Normally, when people talk, they atsake

all sorts of gestures. This habit is g$ograined that
people will even continue to gesture wherey can't be
seen, such as when using the phone.

Figure 7.5: the converging propositional products of the
object, morphonolexical and implicational subsystems

The origin of these gestures lie in our useeaternal
references when we point to things in the real world and saytttedtor ‘this rock’. The combination of pointing with
verbal utterances is called ‘deixis’, and as we become highly practiced in our use of language, we are also able to use it to
‘point’ to things that are not really visibly identifiable, such as ‘that direction’, ‘this big’, and ‘this shape’. Thesefsorts
gestures are a vital part of our communication — try to imagine how difficult it would destoibethings withoutever
using gesture — anthey show theready blending of propositional representatioderived from the morphonolexical
interpretation of speech, and the object interpretation of gestures.

E Language is comprehended through propositional blending

With the development of speeadfecognition technology, computer systems that attempt to make udeixi$ are
becoming available. The MATIS system described in the previous section is an example, for it allows the user to fill in a

field of their query form by saying ‘this city’ while pointing the mouse at a city ndisptayed elsewhere dhe screen,
as indicated in Figure 7.6.

D Query 1 D Query 2 D Query 1 D Query 2
Search Clear Search Clear Search Clear Search Clear
From LONDON From From LONDON From MANCHESTER
To m To To MANCNRSTER To osLo
Dep Time Dep Time Dep Time Dep Time
|| Arr Time || Arr Time || Arr Time || Arr Time
— Airline —1 Airline — Airline — Airline
'Show me flights from this city ..." "... to Oslo’
Figure 7.6: the MATIS system supports deixis
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These systems are interesting to consider for a number of reasons. For one thing, pointing with a guiteskfferent

to the normal sort of gestures that we use when speaking, and so despjipatemsimilarity of the concept, this sort

of deixis would takesome practice to be able tose naturally. At the momerspeechrecognition systems take a
significant amount of time to identify a word andpmmvide feedback tathe user what it hasnderstoodandevenwhen
‘trained’ on the target words, also have significant rates of misidentification. The delays may well be crucial in preventing
their users from being able to make propositional blends of their speech and the results that they see on the screen.

Even if the delays can be avoided by betted fastersystems, an analysis of the cognitpm®cessesequiredfor to use

this sort of deixis raises a problem. To point to a city name, users have to locate the text on the screen. Justdike the
who is searching for aricon, this means that thelgave usepropositional knowledge toform a target of the
representation, buhis time thetarget is aword ratherthan a shapeand sothe incoming visual information must be
compared with the target at the morphonolexical subsystatherthan at the object subsystem (or else the weeid

find themselves searching for thrd in aparticularfont). However, the morphonolexicalbsystem also controls the
explicit production of speech, via the articulatory level, so dheepropositional-to-morphonolexical transformation has
produced the target word, they could proceed to speak it straight away, without waiting to locate it, or to move the mou
to it.

A

yvideo camera

Figure 7.7: A mock-up of a ‘shared drawing’ application that encourages users to make deictic
references.

With advancedrideoconferencindacilities, pointing and gesturing mayhave much less precision than that normally
attained evenvith a mouseFigure 7.7 shows agraphical workspac¢hat is sharedbetweenthis screenand another
user’s, combined with a video window of the other uBecause eachser can sethe workspaceandthe other user, as
they can in normal situations, they may éseouraged tousedeictic reference — iffact, in these ‘computesupported
co-operative work’ systems, the use of video-presence is supposed to enhance communication in just Hoisewery.
when this user points at a shape and says ‘move this to here’, it is notleaalvhat he wants you to dbecause the
inadequate object representation cannot be used to derive a propositional representation of sufficient detail.

Implicational Blending

— 49—



Modelling multimodal interaction

As well as intentional gestures such pinting,

people also make smaller, suggestive gestures that
emphasise or otherwise colour their spe@athout
really beingdeictic in the sense of indicating a
referent. These gestures cannot baid to be
influencing the propositional meaning of cgpeech

by their structural, object level interpretation. It is
more likely that they are understood by the
transformation of the sensory representatioto
implicational representations,followed by an
implicational-to-propositional transformation. In the
same way, facial expression can indicate the mood of
the speakerand provide clues about a listener's
reactions to what you are saying.

Figure 7.8 shows the routes by which
representations cameach the implicational level,
which controls such attributions ofjualitative
meaning. Again, thidigure includesthe reciprocal
loop betweenimplicational and propositional levels
of meaning. As wehave already mentioned in
Section 2, thegeneral contextual sense that the
implicational-to-propositional transformation
provides can affecour interpretation of events,
turning a ‘beep’ from a helpful informative act by an
interface into an annoyingand frustrating one,
according to the user's mood.

Figure 7.8: the routes by which information reaches the
implicational subsystem

E Qualitative aspects of sound and sight are detected through implicational blending

The direct transformation of properties of acoustindvisual representationsinto implicationalrepresentations allows
this subsystem to pick up contextual information from the environment in subtle waysasbaften hard toidentify,
and are attributed to ‘feel’ or ‘style’. As an example, look at the shapes in Figure 7.9.

When asked ‘which shape is Takete and which is Uloomo’, most people point to the form composed of round elements as
Uloomo, and the angular form as Takete. The shapes appear to ‘fit' this way around, andatbertheTaketesounds’
sharpand pointy, while Uloomo‘'sounds’ roundand comfortable. The very difficulty people have juastifying their
assessments is characteristic of the involvement of implicational representatiamrseithey arefrom verbalisation

without the mediation of the propositional level.

Forms with implicational qualities have lofgenused

in all sorts of interfacesfrom traffic signs (warning

signs are triangular, ‘requests’for drivers to obey are
circular) to military radardisplays(Figure 7.10). The
use of shape tgrovide implicational representations
directy can be an extremelyuseful way of
communicating abstract information rapidlyut it is

also very difficult to quantify and to prescribe.

Becausdhe sensory subsystenpsovide implicational
representations directly, it can become availéelere

Figure 7.9: Two shapes with implicational meanings the perceptual and propositional subsystemshave

processedhe explicit meaning of information. The
affective tone of information may be interpreted and fed back to the propositional subsystdwarioe othe perceptual
subsystems’ contribution. This is how the fineances ofgesture, intonatiorand facial expression camffect our
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interpretation of speech, preparing us fbe desiredpropositional interpretation of otherwise ambigudirguistic
phrases.

While the use offacial or intonational cues is
useful when it isaccurately related tohe intended
meaning of language, therean obviously be
problems if it is unrelated. Computer-generated OO
speech isnotoriously lacking in intonation, and %

this has limited itswidespreaduse as an output a
medium, despiteits apparent advantages imany A

situations. Its onlyreal application at the moment QQ

is in systems thaprovide automatedesponses via AN JaN

the telephone, such as bankimgervices and
speaking clockswhere the range of language is 1
generally unambiguous, and would not benfefim —1

intonational fluency. OO —]
Automated faces face the same problems, 1
Figure 7.11 shows two very slightly different

version of aface that wasused to accompany Figure 7.10: a schematic view of a military radar showing ‘friend’
spoken instructions to some people filling in|a and ‘enemy’ formations

guestionnaire bycomputer. Users whavere asked
the questions by the ‘stern’ version on thight
spent longer writing their answers, wrote more, and made fewer mistakes than the people who saw thaceeutual
the liked the experienceandthe faceless. Theaffective content of theface changedhe way that usergiterpreted the
guestionnaire session as a whole, with the negative implications produced by tHacstgiving an innocentjuestion
and answer session thecharacteristics of an

inquisition.

Consequences of blending

In this section wéhavedescribed differenivays in
which multimodal informationcan be combined,
reflecting the four central levels of representation|i
ICS. In designing interfaces that do use multimod:
features, it is important tadentify the level that
they are intended to Haendedat, and toselect the
way that the information ipresented accordingly.
The use of sound iaddition tovisual objectswill
only help if the morphonolexical-to-object
transformation is able tgroduce propositional
representations that can blendedwith thosefrom
the object-to-propositional transformation.

In general, we can say théterearetwo classes of
multimedia interface. One relies amme blending
together of implicational representatiotigat have
been produced directly frosensory information by, Figure 7.11: ‘neutral’ (left) and a ‘stern’ (right) faces used to
the visualandacoustic subsystem®8ecausethese accompany auditory questions to computer users

result in an implicational representatichjs is a
qualitative sort of perception, theangive rise to
an awareness of the general meaning of events in the world.

The second sort of multimedia interface relies on the structural interpretation of sensory information to produce object ar
morphonolexical representations, whiatethenused to produceropositional representationé/hen thesere blended,
the sound and vision can be attributed to a single event in the world, which can be named or identified.

| - Multimedia interfaces rely on either propositional or implicational blending
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Icons for multivariate information

Some designers have tried to make use ofsgills in the recognitiorandidentification of complex graphical forms to
representomplex ‘multivariate’datawith icons. Multivariatedata is obtained wherthings are measured on several
variables at the same time. For example, a hoasebe measured dts price, number obedroomsdistancefrom the

station, and so on. These measurements could be shown quite concisely in a numerical table, with eacboiase,

and a column for each measurement, but trends that involve more than one variable are hard to detect from numbers alone.
House price may be directly related to the number of bedrooms, or the distance from the station, for example.

Graphs thaplot onemeasurement on the horizontal agi®lanother on the vertical ax@re better, since the spatial

groupingsand positions within thearea ofthe graphdirectly show the relationshipbetweentwo variables. Everfour

measurementsequire six graphs to show all of thpairwise relationshipsand they cannot show relationships that
involve more than three variables at all.

The icon solution tries toepresent eactmeasurement by different
attribute of an objectand then rely on theviewers’ ability to use
propositional knowledge to concentrate othe relevant parts. In
Figure 8.1, each of the ‘faces’ htiseeattributes thatan change: the
size of the nose, the curve of the mouhdthe angle of the eyes can
eachvary independently. Ithe noserepresented &ouse’s price, the
mouth its number obedrooms,and the eyesits distancefrom the
station, the viewer of this array could use their propositional
knowledge to generate a mental image (an object representattido)
example, a medium nosed, flat mouthathnt-eyed faceand then
search the array for that icon. In practice this systenpr@ag&dhard to

use. If we look at the structure of thefsres,they resemble the

Figure 8.1: multivariate data presentation control-panel icons of Figure 4.6 and the representational

using faces word-processingcons of Figure 4.1: they all havethe samegeneral

‘shape’ and border. The faces therefore form an array, bstilbgroups,
and require search within the structure of each faggetdnformation about how thiaces differ,andthereforeabout the
variables that the users are required to judgewis the control-panelandword-processingcons, thispredicate search
requires transitions up and down within the structure of each icon, as well as trafmdtivesnthe faces, whichslows
search down. The search and comparison of the face icons is represented in Figure 8.2.

array of faces ace 1 (face 2 face3 faced .. etc) -(head eyes nose mouth)

(head eyes nose )

face 2 face 3 face4 ... etc) -(head eyes nose mouth)

array of faces

array of faces

face 1 face3 face4 ... etc) H(head eyes nose mouth)

1eyes nose mouth '

[e:)

... etc

Figure 8.2: the transition path required to make decisions about the attributes of a multivariate face icon
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This is an example of the visualiyerived object representation —
being too strongfor the propositionallyderived knowledge to
influence. With practice, users of théace icons can certainly 4.'7 _"_
generate darget image tcearchfor, but it simply isn’t possible { A

for them to group théaces according tany particular attribute o ;N\

combination of attributes.

A secondfamily of icons to present multivariatdata uses the —.—
structures of stick me(Figure 8.3). In this systerthe different

dimensions are represented by varyihg headsize, body size and

slant of limbs. We have shown that attributes like theseaffect

grouping in very simple visual items. In experiments, this syste
of representation is easier for subjects to use.

Because these stick menhave no pragmaticsubject, the AN
propositional knowledge can now influence the object

representation. Any one of thtifferent attributescould form the

psychological subject. In practicthiis means that a stick-man (g
a group of stick-men) with differentvalue toits neighbours for
any one of its attributesan bemade topop-out, and beeasily
identifiable, provided that the user of the array is ‘concentrating on’

that attribute. Furthermore, an object representation of the target will now have as its subject the same attribute that |

been used to group the objects in the array. This representation can then bedisedhe searchratherthan letting it
be constrained by the visual features of the array. This reduces the need for predicate depth search and shortens search

r_. - . .
Figure 8.3: multivariate data presentation using
stick men

| Opr If propositional representations can be used to group objects as well as to generate a target to search for, search
easier and quicker.

Dynamic changes in structure

The examples sfar have concentrated oistatic screendisplays — ones in
which nothing moves. Clearly, motioaffectsthe structural attributes of

displays: one moving object against a stdtaczkground is veryikely to
pop out, and grab people’sattention, regardless ofts other attributes. If
many objects move in an unco-ordinated fashion, the resjusisgoing to
@ @ be confusingandvery hard tomake sense oBetweenthese extremes you
_ . _ . might be able to see how the principles of grouping thahave presented
—> —> ’ . for static attributes can also apply to dynamic attributes.

Consider a group of people walking along a street. Unlessaiieegin army
g’? marching in step, they will all move at slighttlifferent speedsandyet we
GL,I “63 can perceivéhem as a grouecausehey all move inroughly the same
) direction, atroughlythe same general spe&imilarly, afew screerobjects
— > — 5 — b — >

with similar attributes of motioncan be perceived as aingle ‘group’
moving on the screen.

@ @ @ @ Other attributeganalso vary ovetime - an object mighthangecolour,
@ size, or shape, for example. This is a key principle in animasiotiallows

—_— > — 4 — — — —p us to see differently drawn views of an object as the ‘séing’ changing,
ratherthan as'different things’, replacing each other. For this towork
perceptuallysmoothly, theviewer must beable to construct amoothly
Figure 8.4: a dynamically changing ball can be changing object representatiand sothe visualchangesanust not be too
seen as such (top two rows) if the changes over | great. In the top row ofigure 8.4, aall changes shape ovéme. If this
time are not too great (lower row). were ananimation, wewould easily seethis as a single, changirigall,
ratherthan asseparateballs replacingeachother. In themiddle row, its

colour changes but its shape remains constant. Again, it is easy for us to see
it as a single, changing ball.

In the lower row, both of these attributes change at the same time. Now it is harder (although still possible) for us to s
it as a single ball. Thisequence othanges, if animatedppearanuch less ‘smooth’and it feels as if weare seeing
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several differenballs. This isbecausethe overallchange inthe attributes of the ball hdsecometoo great for the
visual-to-object transformation to produce an object representation that can coHaesmtlyith ongoing processing, in
particular the product of the propositional-to-object transformation, whichbased orthe object representation of the

previous ball.

E Objects that change over time can be perceived as the same object, if the changes can be propositionally blended.

Animation is a familiar example of dynamic, changing objects ¢hatmove on the scree@rdinaryfilms also tell us
something about the managementdyhamic changes in displaglesign. Overthe last century, film-makerbave
developed editing techniques that allow them to cut from camera to camera, dramatically diwengingctural contents
of the visual scene, without confusing or misleading the viewers of their films. They can jump spatially luifferean
viewpoints within a scene, or temporally, skippioger periods whemothing interesting is happening. Thegneven

A -
- (head housk
: grey striped
- man man
B

striped falling
man __man

Figure 8.5: successful cutting in films is dependent upon
thematic continuity in the structures.

intercut different scenes without confusing us.

Many of the rules of thumb that film-makers follow
when cutting films togethehave to dowith the
content of the narrativehut othershave to dowith
structural details othe shots eitheside of the cut.
When a film-maker cuts from a view of someone firing
a gun, to a view of his victim falling, eonventional
cut will placethe victim in roughly the samscreen
location as the gun (Version A of Figure 8.5).

Before the cut, viewerswill have been watching the
man raise the gurgndthey arelikely to havehad the
gun as the psychological subject of theibject
representation. Whenhe cut occurs, they will be
looking directly atthe falling man,and sothis will
form the immediate pragmatgubject. Since this fits
coherently with  their ongoing propositional
comprehension of the scene, providifthematic
continuity’, the cut makes senseand seems
perceptually smooth.

Version B of Figure 8.5 shows an unconventional cut.
The falling man is notcollocated’ with the gun, and
so following the cut, the viewer has to search sbene
to find anobject that makes propositional sense. This

cut feels less perceptually smooth. This type of cut is more likely todbieed’ as a perceptugump’ because idoes

not provide thematic continuity.

(o]

Thematic continuity
themselves over screen changes.

, through collocation of objects that are visually or propositionally related, helps users orient

A similar use of collocation is made when film-makers zoom-in to a scene to pgre@ter detail orsome objectHere
the rule is that the same object should be the subject dieflioeeand after shots,andthat it should becollocatedwith
itself. Clearly, to do this the film-maker needs to ‘know’ what it is that the viewer is going to be lookil atothey
will often try to direct the viewers’ attention towards the object that #iegoing to zoom-in to. Aractormight pick
the object up, or direct their gaze towards something, so that the viewers also look at it.

Many applicationseed tochange screedisplays, so that all of the information changes. &Heice offilm-makers
would be to provide some thematic continuity over the screen change, just as they datsavAnexample ofthis sort
of design problem can be seen in Figure 8.6, where a tourist information system waisnpingented on #C. The
screen had to display a large scale overview of the whole area (the left senglelpw people to ‘zoom-in’ by clicking

on a particular place (right screen)
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Figure 8.6: when the user clicks to zoom-in, the display provides thematic continuity

Just before the user clicks, they will have moved the cross-hair to the aremeheterestedh, andwill be attending to
that part of the screen (perhaps to the name of the city, to the blob marking its position, omtal kingout). After the
screen zooms-in, the display preserves some of these olajedtsllocatesthem. If theuserhadbeen attending to the
name or to theoadjunction, then these objectsould still form the psychological subjeatventhough their size has

increased (Figure 8.7).

scale map  top left
screen
) {area row column

_("baden- city cross Y-  'nord- )

column) baden" blob hair__junction heim"

city cross Y- "nord-
4 \ blob hair junction heim"

J(spa cross V-
4 \hotel hair _junction

Figure 8.7: a transition path across a screen change (dashed line) in Figure 8.6
shows how the subject is maintained

This would give a sensation of ‘getting closer’, as well as providing thematic continuity, so thataleynot have to
search around the screen to fimgt whathadhappenedThe ‘city blob’ hasdisappeared, ofourse, so if theyad been
attending to this they might be a little less sure of wisathappenedbut severalobjects of thepredicatewould remain
(the name and the junction), and these too could provide some thematic continuity.
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Summary

This Guide has provided an overview of a framework for understahdimgin perceptioand cognition. Theframework,

ICS, consists of nine independent cognitive subsystems, which each operatiffenerat level of mental representation.

Each subsystem has a commanrchitecture,with a memoryand set of processeghat transform their level of
representation into other levels. The flow of information between the different laxdithe interaction of the cognitive
subsystems, gives rise to the richness of human cognition and perception. Because of the common architdettele, each

of representation can lanalysedusing the same structuredchniquesAll representationsonsist of a groupsubject-

predicate and constituent structures. Structure diagrams and transition path diagrams can be used to show how the focus of
processing can move over time, and how representations from different sources can be combined.

Our visual perception is a result of blend of information that isderived from visual sensoryrepresentations and
propositional knowledge. Our perception of sound is a resultbdérad of representatiorfsom acoustic, propositional
andalso object sources. The propositional subsydttendsthe perception ofight andsoundwith our implicational

understanding ofhe situation. Our implicationalinderstanding is based onb&end of propositionalknowledge and
qualities derived from sensory information, including the state of our bodies.

Understanding the interactions between these levels of representatibelarterface designers. Scredisplays can be
designed so that objects group together to match the structure of the user’s tasks. Task structudesigaacd avoid
ambiguous steps. Multimodahterfaces can bealesigned sothat sight and sound can blendappropriately, either
propositionally or implicationally.

Hints for structuring displays

1 Consider what objects you want to appear on the display.
Does the presentation on the screen actually form these objects?
Are the individual objects recognisable as propositionally nameable entities?

2 Do the objects on the display form groups, or a hierarchy of groups?
Do you have an array of icons, or a display containing smaller windows which in turn contain further structures?
Draw the Structural Diagram , and be careful to consider the structure of the different objects, and whether
these contain smaller objects that the user can interact with.

3 If the user has to search for objects in the display, what mental image (object representation) will they form?
What attributes of an object can they use to discriminate it from its neighbours?
Do these attributes help the target pop out from the background?
Remember that a user might use different propositional knowledge, and so the structure of the object
representation might vary.

4 When the structure diagram is drawn, think about the visual transitions users will make, and draw a
Transition Path Diagram
What sequences of tasks are users going to perform with the display?
What will the transition paths look like?
Are there ways you could speed up the tasks by avoiding transitions between levels of structure?

5. How is the user’s task structured?
Where is the most ambiguous part of the transition path diagram going to occur?
Can the ambiguity be reduced by changing the task?
Check again that the object structure and the propositional structure match.

6. Does the system use sound as well as a display?
Will the sound perceived be affected by the display?
Can the sound be propositionally blended with the interpretation of the display?
Do the qualities of the visual and acoustic information provide any implicational cues that might affect the
user’s propositional interpretation or mood?
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Answers to Exercises

Exercise Set 1

These figures are intendedshow that althougltheremay beseveralpossible ways of structuring the groupisere is
usually one 'perceptually obvious' wayere weonly includethe structure ofhis obvious grouping. The less obvious
structures are not ‘wrong’, but they require effort to impose upon the groups.

Note also that wéavenot alwaysincluded everysingle circle and square inthe figures just enough tanake it clear
what ought to be represented.

The precise terms that are shown in the diagrameot important - wehaveshowneach asstarting with 'set’, but the
words themselves are not crucial. Group, Array, or Pattend all servejust as well,andthereare undoubtedlynany
other synonymsThesearejust 'labels': what is beindescribed ismore important. In someases we havdrawn the
objects themselves rather than use words.

O000O <

OO00 honzontal horizontal horizontal horizontal
OO00O ( ( row ) ( rOW\) ( row )

0000 /71“

1) ( circle Y circle Y circle )( circle )( circle ) circle ) circle ) circle )

Here the attribute that is 'cauginthe circles to begrouped into rows is
proximity.

set
black Whlte grey white
vertical row vertical row vertlcal row vertical row

Carcle )quuare)(clrcle quuare circle square

In this andthe next fgure, the similarig of the shpes in eaclrow swggests
that thesecondevel of the structureeould berows — but in this fiure the
colour of the columns predominates.

horizontal horizontal horlzontal honzontal
row row row

ﬂﬂ/\ R

3) (circle ) (circle Isquare)(square)(urcle )chcle quuare)quuare

Whenthe colour isremovedfrom (2), the similarig of shape dominates the
structure, and the rows become the second level of structure.

ESES
1O 0O

HONO
-~ gogo

2)

1O 0O
_pgogo
1O 0O
1O 0O
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column

This figure has circlegrouped by collocation into ‘figures of ejht' or '8
shages', but thegrouping of these shaes is amhlguous. You miht represent
them as columns, wgvhorizontal rows, oreven groups of four (in a
rhombus).There issome structur¢herethough, so the digram should have
four levels.

Herethe guares argoined at theilboundary into groups, andthesegroups
then form rowsdue totheir proximity to eachother. Note that if the gjht
horizontal offset ofeach guare werenot present, the ght groups wouldlook
like rectangles with a line across the middle, not two squares.

[ L] [jDD obT uerowmbli e row
] ( q )( q ) 4 ( q ) ( q )

]
[] DD ] .
L] OO O
® OOOO OODD

Now the junction of the guareslinks them into fiveoblique or digonal

rows, althogh some rowsavetwo andsome four elements. Theesence of
the pairs' at each end gt leadyou to see theentre thregows as also bein
composed of two pairs, adding another level of structure to the diagram.

oblique row

This figure is exacyl the same as (6)except that a skght gap has been
introduced into the middle of the three central rows. Instegdsbhbreakirg the
structure p into eght pairs, two new digonal rows emege (proximity).
This figure shows thathere are often several differentgrouping principles
conpeting to provide oganisation,and that when one isveakened, another
may take over.
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Answers to exercises

Exercise Set 2 Question 1

This exerciseshows how the transition pathagrams represetite more complesearch inthe righthandgroup. The
presence of the black circle makes it harder to 'zoom-in' to the substructure of the white group distractor.

O O Q group subject predicate constituent structure

broup of black white white  white  white
hite circleg | group group circle  circle circle

white  white ~ white
circle circle  circle

predicate constituent structure

[ group of white ] _( white  subgroup of )
white circles group circle__ black circles

[subgroup of black circles)

O O O group subject predicate constituent structure

f lack
{ group o blac ] black subgroup of white circles)

white circles group circle

subgroup of white circles]

black white  white white
circle circle  circle circle

white white white
circle circle circle

horizontal horizontal

rectangles

vertical
rectaggles

horizon:al
rectangle

vertical subgroup of] - g

rectangle| vertical '
rectangles horizontal
ovals

'Subgroup o
horizontal
rectangles

subgroup of
vertical
rectangles

(fectangle)(rectangl® (fectangly (ectangld(ectangldCectangle)
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Exercise Set 2 Question 3

constituent structure

D H D group subject predicate

Hrectangles rectangles ovals

horizontal  vertical horizont

al horizontal subgroup of
rectangle vertical rectangles

orizontal
ectangle

subgroup of
vertical rectangles

group subject predicate

constituent structure

rectangles rectangles ovals

[vertical vertical horizonta] _(vertical subgroup of horizontaD

rectangle rectangles

horizontal

subgroup ot horizontal
rectangles

rectangles

vertica
rectangle,

horizontal horizontal
rectangle rectangle

subgroup of
horizontal

rectangles

horizontal horizontal horizontal
rectangle rectangle rectangle

constituent structure

horizontal subgroup of
rectangle horizontal ovals

_ group subject predicate
—
— vertical horizontal vertical
[rectangles rectangles rectangle:
>
>

horizonta
ovals

subgroup of
horizontal ovals

orizonta
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Exercise Set 3 Question 1

O O O group subject predicate constituent structure

O big subgroup of small )
circle circles

o O.°

[ right group

\—/

[subgroup of small circles} i

group subject predicate constituent structure
right group ] big subgroup of small )
circle  circles
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circle circle circle circle

subgroup) Ssmall_small_small
of small circle circle circle

circles
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Exercise Set 3 Question

subgroup of
| long lines

left group

figure 19

shoM line

group subject predicate constituent structure group subject predicate constituent structure
N subgroup of i R
right group oret e short Ime) right group ] _( Subgr_oup of short line )
short line —C long long long
line line line long long long
line line line
| figure 19
| I I right group
long line
I subgroup of
I | short lines
group subject predicate constituent structure
left group ] subgroup of short line )
long lines

short line ]

Tong
line

Tong
line

Tong
line

_C

long long
line line
group subject predicate constituent structure
left group ] subgroup of short line )
long lines
short line long long long
line line line
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Exercise Set 3 Question 3

dashed diagonal
cross

dashed
upright cross

Cvertical line ) Chorizontal line

(left slanted line ) (right slantedline
dash dash dash
@D @) @)

diagonal white
cross

dotted
upright cross

(vertical dotted line) (horizontal dotted line)

TENRNS

upright white
cross

(vertical dotted line) horizontal dotted line)

TENRNS

diagonal black dotted
cross upright cross

(vertical dotted line) horizontal dotted line)

& o
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Exercise Set 3 Question 4

Of these icons, A, B and D all have only one transition represented to make the diagonal cross the subject, while in C the
upright cross is the pragmatic subject, and so an additional transition is required. This meangsithgoiiaéross in C
is the hardest to attend to.

c D dashed diagonal dashed
Cross upright cross

[ o_Iashed ) ‘( left slanted line  right slanted Iina
upright cross

di_agonal dashed upright cros§
white cross

upright white  dashed diagonal
Cross Cross

dotted diagonal ]
cross

upright white left slanted  right slanted
Cross line line

diagonal -
@ack cross dashed upright cr@
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Exercise Set 4 Question 1

A/

delete line

group of
diagonal

horizontal line

e

word search

X

replace word

[ah1
.
i D
1.0

scroll righ

triangle

rectangle

Exercise Set 4 Question 2 & 3

group of icons

subgroup of
document icons

document "W" icon

document

diamond shape

group of icons

box of text

subgroup of
document icons

document

document

diamond shape

box of text
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Exercise Set 4 Question 4

The document shape is commonalb of the documenticons, and sohaving it as the pragmatic subjettiesnot help
distinguish between them. Additional transiticare required toexamine the distinguishinfpatures of eackcon (or the

textual label, although we are not including these in the structure here). The 'blending text' icon differs in the location of
the W and the 'box of text', and so if either of these were the pragmatic subject then ttruiddre foundeasily, since

the discriminating feature could be found without a transition. Since it has a different pragmatic subject to the rest of the
subgroup, it may actually 'pop-out’ from the others. We have shown this ansher to4.3 by highlighting the ‘icon’

that it belongs to — yowould also add in another subgroup faall of the otherdocumenticons, to makehis pop-out

effect obvious.

Exercise Set 5 Question 1 & 2

group
of square icons

group
of icons

empty box pointing
bottom right

group of empty boxes
pointing top left

arrow tail arrow tail arrow tail arrow tai arrow tail
pointing up) \ pointing up, (pointing UQ pointing up) {pointing down

Exercise Set 5 Question 3

The 'blending text' icon is the most complerd soeven wherthe document shape ithe pragmatic subject istill
'‘pops-out' to a certain extent, although we have not shown this happening in the answer for Exercise 4.

Exercise Set 5 Question 4

2| ¥ 2| %) ¥
AR AR kR
2 ¥

group o
documents

document
document
rectangle

%
[
%
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document
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() [ [
(D [ ([
(I () [
[ [ (¥
() () (I

C document ) ( document )
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lines
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Answers to exercises

Exercise Set 6 Questions 1-4

As the figures below show, only the subgroup in part d hasa@matic subject, whichtandsout from the rest of the
black group on account of its different shape. It is therefore easier to find this oblong tlu#ffetbetly texturedoblong
in part f, which does not form a pragmatic subject (texture here not being a grouping cue).
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Exercise Set 7 Question 1

request tools

winaow

/
(requesttools ) Cclose box)

city
button
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Airline Co.
button

icons

Misc empty
button box
Flight No.
button button ‘
R
clock)time™)(board )("Flight No"
Meal
Fare button
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Exercise Set 7 Question 2

"Arr Time' CAirIine)

e

(‘PITTSBURGH) ("BOSTON")

Exercise Set 7 Question 3a

\J
(From Dep time Arr Time Airline Meal) _(To slot "Boston" )
(scrollbar)
(icons headin@ _(Iist scrollbar )

] search clear
(form head'n@ button button)

To slot

—(From To Deptime ArrTime Airline Meal )

( clear button ) {book "search information")

button




Modelling multimodal interaction

Exercise Set 7 Question 3b

(From Dep time ArrTimeAirIineMeaI) _("TO" slot "Boston" )
(scmubar)—(From To Deptime ArrTime Airline Meal )
( icons headinga _(Iist scrollbar )
request (matis request results of ...etc) (icons heading form )
3 2 request
. request  request
request 2 3
( heading ) _(column column ...etc)
eque
column column column
("To" "From" ...etc) _(,,710.. "g41" ,,1200”)
column imn column

column

Exercise Set 7 Question 4

Having justfilled in the 'Dep Time' slot, thaserwill still have amental image of this phrase. Tleerresponding
column in the results window is headed 'Leave’, and so they may not realise that it is the one they want. Maké@ig the
for the slot in the Request and Results column correspond to each other would be best, whether they both say 'Dep Time

or ‘Leave'.

Exercise Set 7 Question 5

labels slots

7z |

(Dep Time)' C‘Arr Time)

(‘PITTSBURGH) ("BOSTON" ) ( "7.10"

JIGEES
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