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Objectives of A/B Testing

2

[3, 8] 

- Direct Comparison of 
different designs

- Decide based on data

- Improvement of UI, 
Reducing Errors, 
Improving time goals, 
sales etc.

- Extensively used by 
companies and research



How A/B-testing is done?
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A

B

User 1

User 2

Task for user: to rate the 

“blackness” of a shade of grey.

[1] 



Platform: Amazon’s Mechanical Turk 

Organization: “Once a participant 
completed one condition (A), they were 
excluded from participating in any other 
conditions (B, C…) of the experiment.” and 
“...the 50 shades of gray (were) presented in 
a randomized order.”

A/B Experiment Structure
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[1, 10] 



5

Do Ticks Matter?

Results: Tick marks bias the 

results towards the location of 

the ticks [1].

Distribution of users’ responses



Other Studies
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1: A/B/C/D… test MSN  [5]3: Facebook posts  [12]

2: Add campaign in Google Search   [11]



Benefits and Drawbacks

Drawbacks:

- Explainability -> Only quantitative 
metrics, no explanation

- Primacy and Newness Effect

[3, 9, 10]

Benefits:

+ Data-Driven Decisions

+ Reduces Risk of Change

+ Isolated Feedback on design changes

+ Easy to implement

+ User Behaviour Insights
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Best Practices for A/B Testing Pt. 1

Define 
Overall 

Evaluation 
Criteria 

(OEC)

Use 
Random 
Groups

Establish 
Controlled 

Environment

Be Humble

[5, 10]
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Best Practices for A/B Testing Pt. 2

Keep 
Primacy and 

Newness 
Effect in 

mind! Testing only 
one Change 

at a time 
may be too 

slow

Control the 
Setup with 
A/A tests

Logging of 
user 

interactions 
can save 

time

[5, 10]
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Conclusion

- Helpful method for 
evaluating design changes

- Data-Driven decisions

- Consider best practices

- Extensively used in 
industry
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