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ABSTRACT 
Sliders are widely used on mobile devices. Envisioning mobile 
devices that can dynamically deform to raise tangible controls 
from the screen surface, tangible sliders offer the benefit of eyes-
free interaction. However, reaching for distant values with one 
hand is problematic: users namely need to change their 
handgrip, which is not comfortable. To overcome this problem, 
this paper sets out to experimentally study an extendable 
tangible slider to support one-handed clutching. The tangible 
slider’s knob extends to maintain the thumb's movement within 
its comfortable area. We first built a low-fidelity prototype made 
of a knob long enough to allow clutching. This low-fidelity 
prototype significantly improves performance when reaching 
distant targets, as compared to a standard tangible slider. We 
then built a higher-fidelity prototype, introducing actuation and 
allowing for a shorter knob. When used for clutching, the knob 
moves back towards the users’ thumb. Experimental results 
show that the motion of the actuated knob does not interrupt 
eyes-free interaction during manipulation. In comparison, a 
graphical extendable slider performed 0.9s slower due to the 
required visual attention. However, the results suggest that the 
motion of the actuated knob affects performance, as the higher-
fidelity prototype performed 0.6s slower than the low-fidelity 
prototype. 

CCS CONCEPTS 
• Human-centered computing~Interaction techniques  

• Human-centered computing~Mobile devices 

KEYWORDS 
Extendable slider, Mobility, Thumb interaction, Tangible 
interaction, Shape-changing interfaces 

1 INTRODUCTION 
Adjusting continuous parameters in an eyes-free manner is a 
common task. Users often need to define a parameter value 
within a large continuous interval. For instance, mobile audio 
engineers fixing the sound volume of a venue before a concert 
[16], scientists filtering data displayed on a wall-sized display 
[13], a person at home adjusting the TV sound volume while 
going to open the door. Current technologies fail to cover the 
users’ demands when performing such tasks. On the one hand, 
standard remote controls offer discrete buttons, which can be 
tedious and/or difficult to operate. Repeatedly pressing a button 
for specifying a particular value is tiring [30]. Maintaining a 
button pressed and releasing it when the target is reached 
requires high sensorimotor coordination [3]. On the other hand, 
solutions on smartphones and tablets provide graphical widgets 
used for continuous adjustment –e.g., sliders.  However, these 
solutions lack tactile feedback, forcing the user to visually focus 
on the input device to operate it. This visual dependency 
prevents the users from eyes-free interaction, which is a feature 
desired by users of mobile devices [34]. 

Another problem related to interaction with mobile devices is 
the unreachability of some areas by the thumb when using only 
one hand. This is particularly problematic for large sized phones, 
which are difficult to use in a one-handed manner [4]. This 

 
Figure 1. Clutching with an extendable tangible slider: (A) the user places her thumb on the slider knob and (B) begins to push 
upwards (direction of the blue arrow). (C) When this action is no longer comfortable the user is able to continue to adjust the 
controlled parameter (as visualized with the green landmark line) by carrying out a clutching action, drawing the thumb down to 
the comfortable starting position. (D) This is possible because the slider knob expands (yellow side) in the opposite direction. 
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problem has motivated several studies on the functional area of 
the thumb [2, 12, 15]. When reaching outside the functional area 
of the thumb, users perform different types of hand movements 
in order to change their handgrip [4, 8, 12]. These hand 
movements can lead to uncomfortable handgrips for the user. 

Inspired by early attempts to provide eyes-free interaction 
through tangibility [11, 13, 20], a study on interacting with 
mobile tangible controls, focused on shrinking the tangible 
control to avoid handgrip changes [21]. However, the study 
confirmed previous work [5] by showing the negative impact of 
small motor scale on performance. 

A solution would be to use a tangible isometric device to 
control the direction and speed of movement within the 
comfortable area, rather than the position of the cursor. 
However, position control was found to offer a high degree of 
perceived usability as compared to rate control [33]. As a 
consequence, in this paper we adopt another solution by 
considering an extendable slider capable of extending its knob 
length (Figure 1). The slider's knob increases its length in order 
to support thumb-clutching movements. When the knob is 
moved upwards, the knob deforms downwards while letting the 
slider's landmark move upwards (see Figure 1 A-B and C-D), and 
vice versa. Furthermore, clutching allows us to provide a large 
motor scale [5] while maintaining thumb’s movements within its 
comfortable area. Users can then always manipulate the knob 
precisely, eyes-free, and comfortably —i.e., from the functional 
area of the thumb. 

As a practical example of use, we consider the audio 
engineers’ case presented in [16]. These professionals would 
benefit from our approach: mobility is key for audio engineers in 
order to check the sound at different locations around the venue. 
Moreover, eyes-free interaction is required to control audio 
parameters while looking at the stage. Finally, one-handed 
interaction is required while changing audio parameters – audio 
engineers communicate with musicians through a microphone 
or hand signals.  

After showing how prior work on one-handed interaction 
contributed to our problem, we present our first user study: we 
measured the expected performance through a low-fidelity 
prototype having a very large knob. We then present our 
evaluation of a higher fidelity prototype that introduces actuated 
motion of the knob, before concluding. 

2 RELATED WORK 
In mobile situations, users most likely use one hand. An 
observational study, based on data from 780 people [12], 
revealed that there are three basic ways of how users hold their 
mobile phones while interacting with them: 49% interacted with 
the same hand that holds the phone, 36% interacted with one 
hand while holding the device with the other hand and 15% 
interacted with both hands. 

The preference and dominance for one-handed interaction on 
mobile devices have motivated several studies on the functional 
area of the thumb. An empirical study by Karlson et al. [15] 
demonstrated that areas difficult to reach with the thumb 

provoke a significant slowdown (between 7% and 12%) in 
movement time. 

Hand movements on mobile devices have been observed in 
situations where users reach for targets beyond the functional 
area of the thumb [4, 8, 12]. When targets are near the functional 
area, two small movements have been identified: (1) fingers 
placed on the back of the device change position, and (2) the 
mobile device is tilted within the user’s hand. We will refer to 
these movements as a handgrip change. 

When handgrip changes are not sufficient to reach a target, a 
shifting of the device within the hand is observable [12]. We will 
refer to the shift of the device as a hand relocation. 

Handgrip changes and hand relocations can be 
uncomfortable, unstable, and cause the falling of the device. The 
distinction between handgrip changes and hand relocations is 
important as they represent two distinct areas outside the 
functional area of the thumb [12]. However, the limits between 
these areas are not defined. 

2.1  Accessing Targets Outside the Functional 
Area: Graphical Interaction 

Graphical interaction techniques have been proposed by 
manufacturers to access targets outwith the functional area of 
the thumb, e.g., double-tapping the home button on iOS will 
bring the top half of the screen down to the thumb.  

Researchers have further studied graphical interaction 
techniques, first leveraging the thumb. ThumbSpace [14] 
generates a proxy view of a part of the screen within the 
functional area of the thumb. The proxy view facilitates the 
access to out-of-reach targets with the thumb. MagStick [23] is a 
"magnetized" cursor allowing access to out-of-reach targets. It 
can be controlled from within the functional area of the thumb 
through a telescopic stick. Yu et al. [35] presented two 
techniques: the first technique is similar to Thumbspace [14] but 
initiated by one single swipe gesture from the thumb. The 
second technique makes use of a graphical circular widget that 
appears inside the functional area of the thumb. The widget is 
composed of four buttons, which allow the user to access 
"magnetized" elements near the corners of the screen.  

Other graphical techniques consist of expanding the 
interaction space of the thumb by using the back of the device. 
Hakoda et al. [10] investigated the index finger's range on the 
back of the device while interacting with the thumb on the front. 
Löchtefeld et al. [18] presented a hybrid approach combining 
front- and back-of-device touch input. While the thumb is used 
to select reachable areas on the lower part of the display, the 
index finger is used on the back to reach the top left corner of 
the display. 

2.2  Accessing Targets Outside the Functional 
Area: Towards Tangible Interaction 

So far, all the studies related to the functional area of the thumb 
have been done for graphical interfaces. Yet, the benefits of 
tangibility for eyes-free interaction have been demonstrated for 
mobile devices, through tangible controls placed by the user on 
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the display [13] and tangible controls emerging from a 
deformable display [20]. However, performance was not 
analyzed for one-handed interaction with such tangible controls 
[13, 20]. 

Many continuous tangible controls can be considered for 
eyes-free mobile interaction. Scrolling wheels lack a landmark to 
provide observability of the parameter. Knobs can have a 
landmark, but the left/right adjustment is not easily mapped to 
min-max of a parameter, as different cultures can differ on the 
spatial representation of numbers [25]. The landmark is 
important when the user needs to acquire the current value 
(through vision or touch) after the task was interrupted. In this 
paper, we focus on linear controls, such as vertical sliders, since 
they are commonly used to control a variety of functionalities –
e.g., sound, heat, light, TV channels, and data filtering. This 
allows us to ensure better adoption by providing retro-
compatibility [6]. 

In previous work we analyzed the impact that the slider’s 
length and orientation have on performance when used with one 
hand [21]. We found that shrinking the slider’s length to fit it 
within the thumb’s comfortable area has a negative impact on 
performance in comparison with a long slider. This is in line 
with the results by Chapuis and Dragicevic about the impact of 
reducing the motor scale (i.e., reducing the target’s size in the 
motor space) [5] on performance.   

While we adopt a similar approach by considering an 
emergeable tangible slider for eyes-free interaction, our aim is to 
design and study an extendable tangible slider that allows thumb 
clutching in order to support a large motor scale while 
maintaining the thumb’s movements within its comfortable area. 

3 EXPERIMENT: BALANCING HANDGRIP 
CHANGES, HAND RELOCATIONS, AND 
CLUTCHING 

We first explore the impact that thumb-clutching movements 
have on performance. For this, we compared thumb-clutching, 
performed on a large knob, with handgrip changes and hand 
relocations, caused by standard tangible sliders. A within-
subjects design was used with three independent variables: Knob, 
Distance, and Width. 

The Knob is used on a mobile device to control a graphical 
cursor displayed on a distant screen. The Knob variable is 
composed of two conditions (see Figure 2):  

Small (20mm×10mm×23mm): To reach a target near (resp. 
outside) the functional area, users have to change their handgrip 
(resp. relocate their hand, see Figure 2A-B). It resembles a 
standard tangible slider; 

Large (150mm×10mm×23mm): To reach a target outside the 
functional area, users perform thumb-clutching within the area 
(see Figure 2C). This is meant as a low-fidelity prototype of an 
extendable slider.  

The Distance variable refers to the distance between targets 
displayed on a distant screen. To explore targets that force 
handgrip changes and hand relocations, we chose the following 
values: First, 116mm between consecutive on-screen targets (i.e., 
90mm in the control space on the mobile device) proved to force 

handgrip changes [21]. Second, 217mm between consecutive on-
screen targets (i.e., 150mm in the control space on the mobile 
device) experimentally proved to force the relocation of the 
hand. Both distances fit within modern large-sized mobile 
phones [1].  

The Width variable represents the target's width. In order to 
analyze performance from coarse to fine adjustment, two 
different widths were chosen: 7mm and 1.6mm.  

The Distance×Width variables were fully crossed, defining 
the following task IDs = 4.2, 5, 6.3, 7, as computed in [26]. This 
confirmed our choice by giving medium and hard difficulty 
levels and avoiding the task being too difficult [26].  

We then hypothesize that:  
H1: When pointing at closest targets, thumb-clutching (large 

knob) and handgrip changing (small knob) perform equally well.  
H2: When pointing at farthest targets, thumb-clutching (large 

knob) outperforms hand relocations (small knob). 
H3: When pointing at smallest targets, thumb-clutching 

(large knob) outperforms both handgrip changes and hand 
relocations (small knob).  

3.1  Apparatus and Participants 
A single body for the prototype (see Figure 2) was built with the 
following dimensions: 150mm (height) × 70mm (width) × 17mm 
(thickness), giving a total thickness of 40mm when using the 
knobs. An exploratory study [22] underlined the impact of the 
device’s thickness on performance. In this study, we controlled 
the thickness of both knobs to be the same. The length and 
width were the ones of a commercial large phone [1] for a 
realistic grip. The prototype was built using a 3mm-thick laser-
cut medium-density fiberboard. A membrane potentiometer [27] 
of 200mm length captures the position of the slider's cursor. The 
slider and the knobs were made with an Ultimaker 2+ 3D printer, 
using PLA as the filament. The potentiometer was connected to 
an Arduino Mega 2560 board. The board was connected via USB 

 
Figure 2. The Knob conditions and the hand movements related 
to their operation: (A1) the small knob is pushed (direction of 
the blue arrow) with an initial handgrip. (A2) The fingers on 
the back of the device move (direction of the red arrow), thus 
changing the handgrip. 

(B1) the small knob is pushed (direction of the blue arrow) with 
an initial hand location. (B2) The hand is relocated (direction of 
the red arrow) when the thumb’s limit is reached. (B3) The 
knob is pushed with the new hand location. 

(C1) The large knob is pushed (direction of the blue arrow) 
with an initial handgrip. (C2) Relocation of the thumb. (C3) The 
knob is pushed with the same handgrip. 



AVI’18, May 2018, Grosseto, Italy Rosso et al. 
 

4 

 

to a MacBook Pro running the experimental software, displayed 
on a 27-inch Thunderbolt screen (2560×1440, 109ppi).  

Sixteen volunteers (between 23 and 34 years old, M=27.3, 11 
males and 5 females) were recruited on campus. All were right-
handed and owners of touchscreen phones. The average 
measured distance between participants’ thumb and index finger 
with the open hand was 176mm (SD=12.1mm). 

3.2 Task 
The study requires participants to perform a distant pointing 
task, as in several previous studies e.g., [7, 20, 23]. This abstract 
task allows representing of real-life tasks in which users adjust a 
distant parameter without looking at the mobile input device, 
e.g., browsing a list of channels displayed on the TV, fixing the 
sound volume while looking at a stage.  

The experimental task (see Figure 3) consisted of the user 
controlling the input device without looking at it. The visual 
focus was on a screen placed at a distance of 1.60m. The mobile 
device controlled the cursor of a graphical slider displayed on 
the distant screen. The graphical slider had a length of 232mm. 
The cursor, controlled by the user, was displayed as a white 
horizontal line (Figure 3). A visual feedback of the remaining 
distance (in red) from the user's cursor to the target (in green) is 
displayed along the slider. Participants were asked to point as 
fast as possible. 

For validation, users were asked to maintain the cursor in the 
target area for 1s. This validation mechanism is used to avoid 
any additional error-prone actions [28]. The extra second was 
subtracted from the movement time before analysis. Overshoots 
(i.e., passing over a target - entering and leaving the target area) 
are used to indicate pointing accuracy [28]. After the task is 
completed successfully, a new target appears at a predefined 
Distance (116mm or 217mm) from the current location of the 
user's cursor.  

3.3 Dependent Variables 
Our main objective in this study was to determine the impact of 
thumb-clutching (large knob), handgrip changes and hand 
relocations (small knob) on performance. To this end, we 
recorded the movement time from the beginning of each task 

until the validation. In addition, we recorded the number of 
performed overshoots in order to study the accuracy of the hand 
movements (as done in [28]). Finally, as an indication of 
perceived usability of the tested knobs, we asked them to fill in a 
System Usability Scale (SUS) form [31]. The actions of the 
participants were also video-recorded to study the required hand 
movements to operate the prototypes (i.e., handgrip changes and 
hand relocations for the small knob). 

3.4 Procedure 
Participants were first introduced to the prototype through a 
training phase in which they performed the tasks with the 
different combinations Knob  × Distance × Width. During 
training, the order of presentation of the conditions was 
randomized. The training phase lasted 10 minutes on average. 
Afterwards, the trials started.  

The tasks were performed in 2 blocks, one per Knob 
condition. Half of the participants started with the large knob 
and continued with the small one and vice versa for the other 
participants. Each block was divided into 4 sub-blocks 
representing the 4 Distance ×  Width combinations. The 
presentation order of the sub-blocks was randomized. For each 
sub-block, participants performed 17 repetitions of the task. The 
first repetition was not analyzed to avoid having results affected 
by the knob's position from the previous sub-block. A small 
break was allowed after each sub-block. After participants 
completed the task for the 2 blocks, they were given the SUS 
form to fill in. 

A total of 2048 measures of movement time were collected, 
from 16 participants × 16 repetitions × 2 knobs × 2 distances 
between targets ×  2 target's widths. This resulted in 256 
measures for each Knob×Distance×Width condition. 

3.5 Results 
We used the geometric mean to estimate the center of the 
distribution of movement times [24]. Trials were aggregated 
using the factors Knob, Distance, and Width for each participant. 
A Shapiro-Wilk test revealed that we could not assume the 
normality of the data (W = 0.9, p < 0.001). Thus, we applied an 
Aligned Rank Transformation on the data [32] and then ran 
repeated measures ANOVA on the aligned ranks to investigate 
possible interactions between factors. 

A three-way ANOVA shows that Knob (F(1, 105) = 32.9, p < 
0.0001), Distance (F(1, 105) = 191.9, p < 0.0001) and Width (F(1, 
105) = 634.4, p < 0.0001) had a significant impact on movement 
time (Figure 4). An interaction between Width and Distance (F(1, 
105) = 4.8, p < 0.05) proved to be significant. This confirms that 
the Width values were appropriate to distinguish between fine 
and coarse adjustment for the Distance values.  

An interaction between Knob and Distance (F(1, 105) = 8.5, p < 
0.01) proved to be significant. For the 217mm Distance condition, 
the large Knob performed faster for both 1.6mm and 7mm 
target's Width (+0.6s and +0.4s respectively) than the small Knob. 
A Tukey's post-hoc test revealed a significant difference between 
the large and small Knob conditions (t(105) = 5,7, p < 0.001, 

 
Figure 3. Screenshot of the experimental pointing task with a 
slider of 232mm/1121px, a target's width of 1.6mm/7px, and a 
distance of 217mm/1048px. 
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Cohen's d=0.5). For the 116mm Distance condition, the large 
Knob performed better (+0.4s) than the small Knob for a target's 
Width of 1.6mm. For the 7mm target's Width, the large and small 
Knobs performed equally. We illustrate this in Figure 4.   

To explain the equal performance of the Knob conditions for 
the single 7mm×116mm condition, we used the video footage. 
We compared the amount of thumb-clutching and handgrip 
changes performed during the task. On average, 1 clutching 
movement on the large Knob was required (SD=0.4). Only 1 
handgrip change was required on the small Knob. This suggests 
that when reaching large targets with a short distance between 
targets, a small knob perform equally well as a large knob.  

Regarding the number of overshoots, on average, for large 
targets (7mm) and long distances (217mm), participants overshot 
two times (SD=0.02) with the large knob; and 4 times (SD=0.03) 
with the small knob. For large targets and short distances 
(116mm), participants overshot 3 times (SD=0.03) with the large 
knob; and 4 times (SD=0.04) with the small knob. For small 
targets (1.6mm) and long distances (217mm), participants 
overshot 13 times (SD=0.09) with the large knob; and 17 times 
(SD=0.13) with the small knob. For small targets and short 
distances, participants overshot 15 times (SD=0.13) with the 
large knob; and 12 times (SD=0.09) with the small knob. This 
suggests that thumb-clutching movements are slightly more 
precise than hand relocations and handgrip changes for: 1) large 
targets for both distances between targets, and 2) small targets 
and long distances. For small targets and short distances, 
handgrip changes are slightly more precise. 

Contrastingly, SUS indicates that the small knob (69/100, 51% 
when normalized [31]) is perceived slightly more usable than the 
large knob (65/100, 48%). 

3.6 Discussion 
In this section, we discuss the observed effects that had an 
impact on the performance of the hand movements engaged in 
the Knob conditions. 

3.6.1  Short Distances: Thumb-clutching vs. 
Handgrip Changes 

For small targets (1.6mm) and large targets (7mm) near the 
functional area of the thumb (116mm), thumb-clutching 
movements done with the large knob outperform handgrip 
changes done with the small knob (+0.4s). Moreover, participants 
were also more precise with thumb-clutching. Participants 

overshot 9 times more on average with the small knob than with 
the large one. H1 is consequently discarded. 

3.6.2  Long Distances: Thumb-clutching vs. Hand 
Relocations 

Similarly to short distances, for small targets (1.6mm) outside the 
functional area of the thumb (217mm), thumb-clutching 
movements done with the large knob outperform hand 
relocations done with the small knob (+0.6s). Participants 
overshot 9 times more on average with the small knob than with 
the large knob. This result suggests again greater precision with 
the large knob than with the small knob. 

Regarding large targets (7mm), thumb-clutching 
outperformed hand relocations (+0.5s). This suggests that hand 
relocations are more time-consuming than a thumb-clutching. 
We argue that it is caused by the special care needed to relocate 
the hand without dropping the device: video footage shows that 
participants used all the fingers to displace the device. 

Overall, hand relocations were slower and less precise than 
thumb-clutching when pointing outside the functional area of 
the thumb; supporting H2. 

The aforementioned results on thumb-clutching movements 
support the results about clutching on relative pointing devices 
[19]. 

3.6.3  Small Targets 
Thumb-clutching movements outperformed handgrip changes 
and hand relocations when reaching small targets (1.6mm) for 
both short (116mm) and long (217mm) distances. As explained 
before, thumb-clutching enabled participants to perform faster 
and more precise, thus to reduce overshoot; supporting H3. 

3.6.4  Preference 
Participants found the small knob slightly more usable, 
presumably due to the similar operability between the small 
knob and graphical sliders, and the familiarity with the latter. 
However, they also reported fatigue after using the small knob. 
This is confirmed by the video footage: participants were 
shaking their hands to relax their muscles during the breaks. 
Finally, participants indicated that the large knob was more 
comfortable to use since they only needed to move their thumbs.  

4  EXPERIMENT WITH AN ACTUATED SLIDER 
Thumb-clutching proved to perform well for targets at the 
border and far from the functional area of the thumb while 
offering a stable handgrip. However, in this solution the knob is 
long. Even on a future miniature prototype, the knob has to be 
long in order to allow clutching. Unfortunately, a large knob 
hinders portability of the solution.  

We, therefore, explore a solution with a smaller knob. For 
this, we introduce actuation: we build a prototype that actuates 
the location of a small knob so that it moves back in the 
functional area of the thumb after clutching.  

We experimentally evaluate this prototype. We were 
particularly interested in observing if the motion of the actuated 

Figure 4. Mean movement time for the 2 Knob conditions and 
for the 4 possible Distance × Width conditions (y-axis). Error 
bars show 95% confidence intervals. 
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knob disrupts the users from being eyes-free. In addition, we 
wanted to study the impact that the motion of the actuated knob 
has on the performance of thumb-clutching movements. Finally, 
we analyzed the perceived usability of such a device.  

4.1  Actuated Prototype  
The starting point is to automatically slide the knob of the slider 
back to the functional area of the thumb. The prototype is 
formed by: 1) a base composed of the slider's landmark and a 
FEETECH FS90R [9] continuous rotation servomotor with a 
pinion on its top; and 2) a piece composed of a solid block, a 
rack, and a flat surface that serves as the slider's knob (see Figure 
5). Its length is half (0.53) the length of the previous prototype.  

The pinion-rack mechanism locks the movement between the 
base and the knob, hence, when the user pushes the knob 
upwards or downwards, the base moves in the same direction. 
This gives the sensation of directly pushing the slider's 
landmark. The mechanism also transforms the rotational 
movement of the servomotor to a bidirectional linear movement 
along the slider's axis. The rotation of the pinion makes the solid 
block slide within the base. This gives the users the feeling that 
the knob is long, or becoming longer upwards or downwards 
according to the current position of the landmark (see Figure 6). 

This allows the thumb to keep manipulating the slider within its 
comfortable area.  

As on any slider, the landmark indicates the current position 
of the knob. We minimized the thickness to make it as portable 
and mobile as possible. The obtained thickness is then less than 
the prototype from the first study (20mm). The knob is 80mm 
long in order to remain within the thumb’s comfortable area 
while reaching the extremes of the slider. The knob is 10mm 
wide as for any standard slider knob.  

4.2  Comparative Experiment 
We performed the same task as in the first experiment but with 
the actuated knob instead of the large knob. We considered two 
conditions for the actuated knob in order to study eyes-free 
interaction with it: one condition for which the participant could 
look at the mobile device to receive visual feedback and one 
condition with no possible visual feedback by covering the input 
device with an opaque plastic bag. We also compared these two 
conditions with an extendable graphical slider. The goal was to 
compare the performance of clutching when manipulating: 1) an 
actuated knob that requires no visual attention and, 2) a 
graphical extendable one that requires switching the visual 
attention from the mobile device to a distant display.  

We thus considered a Technique variable composed of three 
conditions. The following three conditions allow participants to 
perform thumb-clutching movements within the functional area 
of the thumb with a stable handgrip:  

Tangible slider with visual feedback (Tangible-Visual): 
Participants are free to look at the input device and obtain visual 
feedback from the physical landmark (see Figure 7A).  

 Tangible slider with no visual feedback (Tangible-Blinded): 
Same as Tangible-Visual but the tangible prototype is hidden, 
thus preventing visual feedback as in [17]. Participants were 
asked to operate the prototype inside an opaque plastic bag (see 
Figure 7B).  

Graphical slider with visual feedback (Graphical-Visual): An 
extendable graphical slider that enables users to operate it in the 
same way as its tangible counterpart (see Figure 7C).  

We discarded the condition with a graphical slider and no 
visual feedback after we ran a pilot study that showed that it was 
not possible to properly manipulate the graphical extendable 
slider without looking at the mobile device. 

We consider the same Distance and Width conditions as in the 
first study for this experiment. Given these conditions, we 
hypothesize the following:  

H1: Eyes-free interaction with an actuated knob: 
manipulating an actuated knob will not result in a decrease of 

Figure 7. A participant trails under different conditions: (A) 
Tangible slider with visual feedback. (B) Tangible slider with 
no visual feedback. (C) Graphical slider with visual feedback. 
 

 
Figure 6. (A) The thumb pushes the knob (direction of the red 
arrow) until it reaches its maximum elongation. (B) The knob 
starts to move back (direction of the blue arrow) while the 
thumb clutches to a comfortable position. (C) The thumb is 
relocated within its comfortable area and ready to continue 
operating. 
 

Figure 5. Actuated slider: the rotational movement (green 
arrow) of the pinion (in red) is transferred to a bidirectional 
movement (red arrow) on the rack (in blue), provoking the 
solid block (in orange) slide through the base and thus, 
simulating the extension of the knob (in green). A physical 
landmark (in purple) represents the position of the specified 
value. 
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performance when users are not looking at the device. The 
automatic motion of the knob does not mean one has to look at 
the mobile input device.  

H2: Manipulating an actuated knob versus switching visual 
attention: manipulating an actuated knob will not result in a 
decrease of performance compared to the equivalent graphical 
input method that requires switching visual attention between 
the mobile device and the screen.  

4.3  Apparatus and Participants 
The tangible slider was printed with the Ultimaker 3+ 3D printer 
with PLA filament. For the Graphical-Visual, an ASUS Zenfone 2 
Laser (6-inch screen) smartphone [1] was used. We 3D printed a 
case for the smartphone in order to have the same thickness, 
equal to 20mm, between the tangible and graphical prototypes. 
We made use of the same experimental software and connection 
setup as in the first experiment to operate the tangible 
prototypes. For the graphical prototype, the communication with 
the experimental software was done through a Wi-Fi connection.  

Seventeen volunteers (between 23 and 34 years old, M=26, 11 
males and 6 females) were recruited on campus.  

4.4 Task and Procedure 
For this experiment, participants performed the same task and 
followed the same procedure as in the first experiment. 

A total of 3264 measures of movement time were collected, 
from 17 participants × 16 repetitions × 3 techniques × 2 target's 
widths ×  2 distances between targets. For each Technique × 
Width × Distance conditions, this resulted in 272 measures of 
movement time.  

As in the first experiment, we recorded the movement time to 
complete the task and the number of performed overshoots for 
each Technique. We also video recorded the thumb movements 
and gaze of participants while operating the prototypes (as done 
in [20]): we analyzed gaze diversions and thumb movements 
during the automatic motion of the actuated knob. 

4.5 Results 
As in the first experiment, we used the geometric mean to 
aggregate movement time. The data was aggregated per 
participant and variables. A Shapiro-Wilk test revealed that we 
could not assume the normality of the data (W = 0.9, p < 0.01). 
Thus, we applied an Aligned Rank Transformation on the data 
[32]. 

A repeated measures three-way ANOVA showed a significant 
main effect of Technique (F(2, 176) = 62.7, p < 0.0001), Distance 
(F(1, 176) = 123.7, p < 0.0001) and Width (F(1, 176) = 118.7, p < 
0.0001) on movement time. As in the previous experiment, the 
differences in movement time between small (1.6mm) and large 
targets (7mm) for the same distance confirm that the chosen 
conditions were appropriate for distinguishing between fine and 
coarse adjustment (see Figure 8).  

An interaction between Technique and Distance (F(2, 176) = 
9.5, p < 0.001) proved to be significant. For the 116mm Distance 
condition, the Graphical-Visual condition presents the highest 

movement time on both 1.6mm and 7mm target’s width (3.5s and 
3s respectively). A Tukey's post-hoc test revealed no significant 
difference between the Tangible-Visual and Tangible-Blinded 
conditions for both widths (t(80) = 5.5, p > 0.05, Cohen's d=0.4). 
Similarly, for the 217mm Distance condition, the Graphical-
Visual condition presented the slowest performance (+1.1s from 
the tangible conditions) for both target’s widths. A Tukey's post-
hoc test revealed no significant difference on performance 
between the Tangible-Visual and Tangible-Blinded conditions for 
both target’s widths (t(80) = 5.5, p > 0.05, Cohen's d=0.2). These 
differences are observable in Figure 8 where the Tangible-Visual 
and Tangible-Blinded conditions have similar performance times. 
This suggests that, when operating tangible controls, having 
visual feedback from the input device is not critical for 
performance. On the contrary, visual attention was required to 
operate the Graphical-Visual condition.  

Regarding the number of overshoots, on average, for short 
distances (116mm) and small targets (1.6mm), participants 
overshot 9.8 times (SD=0.07) with the Tangible-Visual condition, 
14.7 times (SD=0.14) with the Tangible-Blinded condition, and 15 
times (SD=0.08) with the Graphical-Visual. For large targets 
(7mm), participants overshot 6.4 times (SD=0.05) with the 
Tangible-Visual condition, 6.5 times (SD=0.05) with the Tangible-
Blinded condition, and 7 times (SD=0.05) with the Graphical-
Visual. This suggests that the tangible prototype is slightly more 
precise than the graphical one for small and large targets over 
short distances between targets. 

For long distances (217mm) and small targets (1.6mm), 
participants overshot 21.7 times (SD=0.17) with the Tangible-
Visual condition, 21.9 times (SD=0.15) with the Tangible-Blinded 
condition, and 14.3 times (SD=0.07) with the Graphical-Visual. 
For large targets (7mm), participants overshot 7.5 times 
(SD=0.06) with the Tangible-Visual condition, 10.4 times 
(SD=0.08) with the Tangible-Blinded condition, and 4.4 times 
(SD=0.03) with the Graphical-Visual. This suggests that the 
graphical prototype is more precise than the tangible one for 
small and large targets over long distances between targets. 

The SUS scores indicate that participants found both 
graphical slider (72.1/100, 53% after normalization [31]) and 
tangible slider (71.7/100, 52.7%) as equally usable.  

4.6 DISCUSSION 
In this section, we discuss the observed effects that had an 
impact on the performance of each technique. 

Figure 8. Mean movement time for the 3 Technique conditions 
and for the 4 possible Distance × Width conditions (y-axis). 
Error bars show 95% confidence intervals. 
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4.6.1  Eyes-free Interaction With an Actuated 
Tangible Knob 

The Tangible-Visual condition performed equally well as the 
Tangible-Blinded condition for both short and long distances. 
Based on the number of overshoots, the Tangible-Visual was 
slightly more precise than the Tangible-Blinded for small targets 
and short distances (-4 overshoots), and large targets and long 
distances (-3 overshoots). These results suggest that the motion 
of the actuated knob did not prevent participants from operating 
in an eyes-free manner, thus supporting H1. 

On the contrary, the Graphical-Visual presented the worst 
performance. We explain the bad performance of the graphical 
solution by the number of time that participants looked down to 
reacquire the slider's knob. This effect has already been observed 
when operating graphical widgets [13, 17, 20]. We used video 
footage from the experiment to annotate each time participants 
gazed at the graphical slider on the input device. The result 
shows that participants looked down at the input device, on 
average, two times per repetition of the task; giving a total of 128 
gaze deviations. We argue that the parabolic movement of the 
thumb [2] prevented participants from operating the slider in a 
vertical manner, thus leading participants to operate outside the 
slider area. Moreover, the lack of tangible feedback from the 
Graphical-Visual condition made difficult for users to land their 
thumb back into the slider graphical area when clutching. On the 
contrary, the tangible prototype under both visual conditions did 
not require visual attention to be operated. 

4.6.2  Impact of the Motion of the Actuated 
Tangible Knob on Performance 

The motion of the actuated knob had an unexpected effect on 
interaction: participants stopped manipulating the slider while 
the knob was in motion. Video footage shows that, when 
performing thumb-clutching movements, 15 out of 17 
participants waited for the knob to stop moving before landing 
their thumb. Since participants stopped manipulating the slider, 
we argue that the motion of the knob had an impact on 
performance. To confirm this, we compared the mean number of 
times the operating hand was idle when using the actuated slider 
with the large knob from the first experiment. We found that the 
mean number of idle time increased 35% for the 1.6mm Width 
condition and 64% for the 7mm Width condition in comparison 
with the same conditions from the first experiment. Although 
both conditions were not tested in the same experiment, we 
expected that the thinner body of the designed actuated knob (-
20mm) would have implied an easier operation, thus better 
performance. However, this was not the case. We can then only 
speculate that the motion of the actuated slider had an impact on 
the performance of thumb-clutching movements. 

Despite the observed stops in movement provoked by the 
actuated knob and its resulting drop in performance (+0.6s) in 
comparison with the large knob from the first experiment, the 
tangible slider proved to outperform the graphical slider. This 
suggests that the switching of visual attention required by the 

graphical extendable slider had a bigger impact on performance 
than the motion of the actuated knob; supporting H2. 

4.6.3  Preference 
Both graphical and tangible sliders were found equally usable. 
We argue that despite the visual attention required by the 
graphical slider, its high score is due to the familiarity of the 
participants with tactile interfaces [29]. 

Regarding our tangible prototype, we argue that a higher 
fidelity version could have been perceived as more useful [20]. 
Nevertheless, we consider our tangible prototype as being of 
medium fidelity since it supported good performance. 

5 CONCLUSION 
In this paper, we introduced thumb-clutching on tangible 
extendable sliders for eyes-free and one-handed interaction on 
mobile devices. We built two prototypes to test the viability and 
performance of thumb-clutching on tangible extendable sliders.  

Our first low-fidelity prototype — a tangible slider with a 
very large knob — gave us insight into the manipulation and 
performance of an extendable slider and how it compares to a 
standard tangible slider. Experimental results show that 
clutching on this prototype improves performance when 
reaching for proximal and distant targets.  

Our second higher-fidelity prototype — a tangible slider with 
an actuated knob — was compared to an extendable graphical 
slider. The results show that (1) the motion of the actuated knob 
did not disrupt participants from eyes-free interaction; (2) the 
switching of the visual attention required to operate the 
graphical extendable slider has a bigger impact on performance 
than the stops in manipulation during the automatic motion of 
the actuated knob. 

Our results show the benefits of thumb-clutching on tangible 
extendable sliders for eyes-free and one-handed interaction in 
the context of remote displays. To address the limitations of the 
designed prototype we will in the future work test different 
directions for deforming the knob instead of moving it. For 
instance, the knob could extend by morphing out of the surface 
below the thumb; this would prevent the user from feeling the 
motion of the knob and therefore stopping the manipulation of 
the slider. Furthermore, we will investigate the challenge of 
combining the use of multiple extendable tangible sliders for the 
adjustment of different continuous parameters –e.g., controlling 
the RGB levels of a projector. 
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