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Abstract
A new haptics design for visualizing data is constructed out of commodity

massage pads and custom controllers and interfaces to a computer. It is an

output device for information that can be transmitted to a user who sits on the

pad. Two unique properties of the design are: (a) its large feedback area and (b)
its passive nature, where unlike most current haptics devices, the user’s hands

are free to work on other things. To test how useful such a device is for

visualizing data, we added the VisPad interface to our protein structure-
alignment program (ProtAlign) and performed usability studies. The studies

demonstrated that information could be perceived significantly faster utilizing

our multi-modal presentation compared to vision-based graphical visualization
alone.
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Introduction
For data sets up to 3D, visual display is often adequate. As data
dimensionality increases, however, it becomes increasingly difficult to
display images in an easily comprehensible form. What happens when you
have exhausted the easily distinguishable colors, textures, and shapes
possible in visual perception? What if you spend so much time interpreting
an image that graphical visualization becomes a less effective tool?

Scientists have added new modalities to enhance our understanding
of multi-dimensional data. Sonification has been shown to enhance the
user’s ability to understand data quickly.1 But sound lacks a high-acuity
spatial dimension, and when the reasonable (easily discerned) sound cues
such as instruments, notes, tempo, etc. also become confusing, where does
the scientist turn? We turn to the field of haptics for additional sensory
input routes.2

Currently, most ‘normal’ haptic feedback devices tie up at least one hand
or cover the hand with a glove (e.g. CyberGlove with CyberGrasp or
CyberTouch by Immersion Inc., PHANToM by Sensable Technologies, or
Haptic mice by Logitech). Gloves weigh almost 400 g and are tiring during
prolonged use, and the PHANTOM takes up valuable desktop space.3 Also,
haptic feedback through the hand is not always appropriate. Because
‘normal’ applications use keyboards, it is intrusive to tie up a user’s hand. If
the user is typing, feedback from devices such as haptic mice is lost. Hand-
oriented devices also make it impossible to just sit back and understand the
visualization of multi-modal data.

There is research looking at haptic visualization using motors, air jets,
and skin stretch. But again, most research is focused on the hand as the
only haptic output channel. Hayward and Cruz-Hernandez4 developed a
version of the Pantograph, a force feedback device intended for direct
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manipulation with the hand. It was originally developed
to allow visually handicapped users access to computer
applications. Ogi and Hirose5 developed a multi-sensory
data environment. It is interesting to note that although
they experimented with a wind sensation, they actually
mounted small fans around the user’s hands,5 again
restricting hand use.

To address the problem, we have developed VisPad, a
non-intrusive large area force feedback device. The
prototype is comprised of a massage chair pad with eight
individually computer-controlled motors that simply
attaches to the user’s normal office chair. The prototype
is able to control any variable voltage device. The device
can be used with any software program. We demon-
strated the prototype at the IEEE Information Visualiza-
tion 2001 conference with the USGS earthquake data set.
At that time, the device’s usefulness had not been tested.
The device has since been shown to be very effective
during our recent usability study.

To test the effectiveness of VisPad, it was attached to
our program ProtAlign,6 a multi-dimensional tool useful
in determining the structure of an unknown protein.
VisPad enabled us to visualize haptically physical proper-
ties within a protein structure. We were able to determine
that VisPad significantly decreased the time required to
assess positions along a protein structure-sequence
alignment.

VisPad can be used as the sole haptics device or can also
be used in conjunction with other haptics devices if the
user is so inclined.

Background
Haptic rendering translates computer information
through the use of force feedback devices that convey
movements or sensations felt by the user. Haptic feedback
is a relatively new modality for human computer
interaction.3 In this emerging field, most of the research
has focused on the use of haptics as an enhancement to
virtual reality (VR) systems or as an alternative to visual
displays for people who are visually impaired. Instead of
considering haptics as a replacement for visual displays,
we consider it as an additional mode for helping a user to
understand information more quickly.

Multi-modal visualization techniques, along with en-
abling more channels for information, provide scientists
with more appropriate models for information output.
The hypothesis of modality appropriateness proposes
that the sensory modalities are designed to process
different types of information effectively. When there
are bi-modal situations involving discrepant multi-modal
inputs, the modality that is most reliable for the task is
weighted most heavily.7 The goal of scientific visualiza-
tion is to improve the user’s comprehension of informa-
tion, which can be facilitated by the improvement of
human–computer interaction. When we find better
methods of information display, we increase the amount
of information that a user can comprehend in a smaller
amount of time.8

Multi-sensory information visualization gives the
scientist more possible sensory input channels. With
more input channels, natural mappings become easier to
realize, and more information can be presented at once.
Of course, with multi-sensory visualization comes the
task of presenting the information in ways that do not
confuse the user. Sound, touch, and the visual channels
cannot compete for the user’s attention, but should
be complementary. The inappropriate use of these
sensations can be counterproductive.5

Multi-sensory input mapping presents challenges. Not
all input senses have the same input bandwidth. Vision
has by far the highest information bandwidth, and
sonification also has a fairly high bandwidth, while the
capacity for comprehension of haptic stimuli is much
lower.8

When considering haptic mappings, it is important to
realize some of the limitations of mapping touch. Not all
skin has the same haptic sensitivity. Sensitivity varies
throughout the body. The two-point threshold for skin is
the distance between two points where a subject is able to
determine that two distinct points of contact are being
made to the skin. Two-point thresholds have been
directly correlated to skin sensitivity. Different people
have different sensitivity levels. With sensitivity to light
touches, females are more sensitive than males. Even
temperature can cause skin sensitivity to vary. Cooled
skin is less sensitive than warm skin. Age can also
adversely affect sensitivity.9

There are several types of haptic stimulation. Pneu-
matic stimulation can be achieved using tiny air jets.
Recent research has used air jets or air pockets that push
the lining of a glove against the user’s skin. Problems are
caused by a numbing effect on the skin, which means
that the ability to sense the air is temporarily disabled.
This is a low bandwidth haptic method; the air jets must
be well spaced for the user to sense each of them
separately.10

Vibrotactile stimulation generates vibrations at differ-
ent frequencies and amplitudes that are used to stimulate
the user. A haptic device, employing vibrotactile stimula-
tions, seems to be the best because it can be built very
small and lightweight, and can achieve a high band-
width. The ‘Tacticon 1600’ is an electrotactile system that
is used to replace sound for the hearing impaired. It
actually attaches small electrodes to the user’s fingers and
provides electrical pulses. These electrodes represent the
frequency of sound waves. The range of available
amplitudes is limited, however, because the intensity
window between the sensory threshold and the pain
threshold is rather narrow.

Another approach is functional neuromuscular stimu-
lation (FMS), which provides stimulation directly to the
neuromuscular system. This type of system places
electrodes directly in muscles and in the nervous system.
It is invasive and can be painful. Although very interest-
ing from a theoretical standpoint, this method is
definitely not appropriate for the standard user.10
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Much of the haptic research is applied in virtual reality
systems. Haptic output displays can be broadly grouped
into two main categories: those used in immersive and
non-immersive environments. The immersive systems
tend to be for very specialized applications, such as
surgical trainers, pilot trainers, etc. Immersive displays
are useful for virtual reality, but are not really necessary or
cost effective for the scientific interpretation of varied
data sets.

Medical VR is interested in visualization of and
interaction with anatomical data. It is currently used to
train surgeons, and to plan, and perform surgeries and
therapy. Other uses include evaluating MRIs, ultrasound
scans, physiological images, etc. Increasingly, as a result
of interactions, ‘realizations’ in modalities other than
vision have started to surface: sound, force, touch, and
smell. While this is very encouraging, most of the
equipment is still quite bulky, specialized, and expensive.

We are interested in non-immersive haptic displays
that are non-obtrusive. Computer users still expect to
have a keyboard, a mouse, a monitor and a comfortable
chair to sit in as they evaluate scientific data. Our sensory
tactile display is currently an off-the-shelf massage chair
pad that can be put on any existing chair. However, this
display method is not limited to vibrating motors. Other
possibilities include connecting the controllers to fans,
lights, heating elements, etc.

The Haptic Interface Research Laboratory (HIRL) and
the Human Design research group at the MIT Media Lab
have been developing perceptual user interfaces (PUIs).
PUIs enable an intelligent environment to sense the
computer user and use machine perception and reason-
ing to react.11 They have extensive research with ‘smart’
technologies. These technologies use sensors that allow a
computer to see, hear, and interpret a user’s actions. The
computer tries to anticipate a user’s need so that it can
react intelligently.12 Their labs have implemented smart
rooms, smart clothes, and the Smart Chair.13

One of the most interesting PUI devices is the Sensing
Chair.14 This device senses the body posture of the
occupant. The main purpose of their research is to
transform ordinary chairs into perceptual and multi-
modal human–computer interfaces. The ultimate goal is
to have a haptic device that senses changes in body
position and orientation to drive real-time applications.15

Although the Sensing Chair is primarily an input device,
recently the chair has incorporated feedback capabilities.
This feedback focuses on the transmission of directional
and simple geometric information on a user’s back. This
direct mapping is intuitive and can be presented in the
local coordinates of the user’s body.16

Recently, an office chair with a 3�3 array of vibro-
tactile units has been developed at the George Washing-
ton University (GWU). Initial experiments indicate that
users are able to distinguish between different vibrational
intensities. The users are also able to determine the
location of the vibration.17,18 In the most recent experi-
ments, the goal was to select the correct letter in a field of

letters. The chair used tactile cues to draw the user’s
attention to different areas on the screen. Visual cues
consisted of briefly outlining the letter at the beginning
of each experimental trial.19

VisPad was developed exclusively as an output device.
Like the GWU haptic device, VisPad can draw the user’s
attention to certain areas on the screen. When rotating a
protein molecule using ProtAlign, the change in the
location of vibration can be useful in drawing the user’s
attention back to the amino-acid pair being evaluated.
However, our primary goal is to convey multi-dimen-
sional information to the user. VisPad uses vibrotactile
output to represent one of the physical properties of an
amino-acid position in a protein. ProtAlign determines
the ‘Exposure’ of an amino-acid position to the surround-
ing substrate. VisPad transmits this ‘Exposure’ informa-
tion to the user. VisPad used in conjunction with
graphical visualization allows the user to visualize more
information at the same time.

VisPad
The VisPad prototype was built using a common massage
chair pad by Homedics. The control wires in the Home-
dics pad were cut and attached to an ACCES RDAG-128H
by I/O Products, Inc. The RDAG-128H uses serial com-
munication to set the power levels in eight digital to
analog converters (DACS). Each of these DACS is capable
of varying the voltage level on a wire from 0 to 10 V. The
higher the voltage, the more intense the vibrations of the
motor in the massage chair pad. We can independently
control the intensity of vibration for eight motors. The
DACS could also be used to control the speed of a fan, the
amount of heat in a heating element, etc. VisPad can be
controlled by any computer with the ability to write to
the serial port. Currently, the system is being used with
an 833 MHz Dell Inspiron 8000 (see Figure 1) running
Windows 2000. Presently, serial communication with the
RDAG-128H is implemented using Windows Messages.
Unfortunately, this causes a noticeable delay before
output voltage causes a motor to vibrate.

We have written several utility functions that allow
efficient communication with the RDAG-128H. This
allows for several interesting effects for each of the
motors such as: pulsing, on/off, and waving (start slowly,
build to a specified intensity and then return slowly to
off).

Use of the VisPad
Our research has focused on the investigation of natural
visualization techniques. Natural visualization can be a
direct analogy or an easily understood mapping that
requires little training. VisPad can be used for natural
visualization techniques or it can be used for more
abstract mappings. It can be used alone or in conjunction
with other haptic devices. There are two main goals in
haptics: motor control and perception.20 Motor control
allows the user to modify information. VisPad has been
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designed for perceptual tasks, allowing the user to learn
the properties of presented information.

During the IEEE Visualization 2001 conference, we
demonstrated the capabilities of VisPad with a direct
analogy to earthquake data. We used multi-modal
techniques to visualize the USGS earthquake data set.21

Earthquake date, time, location, magnitude, and depth
were visualized.

A graphical slider visualized the dates and times of the
quakes.

The coordinates of the states of California and Nevada
were used to visualize a map graphically. The depth of the
earthquake was represented by a colored dot at the
location of the quake, while the size of the dot indicated
the magnitude using the Richter scale. The magnitude of
the earthquake and the location were mapped to the
motors in the haptic device. Location was indicated by
mapping the screen coordinates directly back to VisPad,
while the magnitude of the earthquake was mapped to
the motor intensity. Like the magnitude of a quake, the
intensity was based on an exponential function.

Voltage applied to Motor ¼ ðexÞ=50: ð1Þ

Our earthquake data set had magnitude values between
3.2 and 6.2. We wanted an exponential function
that would map these values to the 0–10 V range we
had available. We experimented with a few methods
of mapping the voltages and found that the function
in Eq. (1), where x is the Richter scale value, gave a
feeling of earthquake magnitude that could be mapped
to motor vibration. An earthquake of magnitude 4.0
causes the motors to vibrate with 1.09 V, while an
earthquake of magnitude 4.1 causes them to vibrate with

1.21 V, for a difference of 0.12 V. This is compared to
a 0.85 V difference between a magnitude 6.0 and 6.1
earthquake.

Generating haptic effects with VisPad
We have implemented library functions to allow easier
access to VisPad’s capabilities. At the layer closest to the
hardware, there are five functions that allow access to the
VisPad: RunMotor, RunMotorAtLevel, Wave, WaveRow, and
Pulse.

The function RunMotor(int motorNumber, int level)
allows the user to turn on any motor at any level from
0 to 10 V. The motor will continue to run at the assigned
level until a new function changes the voltage. The
RDAG-128H allows us to step up the voltage in 65535
increments (0000 to FFFF). This means there is a lot of
flexibility in values. However realistically with the VisPad
prototype, it is not possible to feel truly the differences
between all 65536 levels. As a result, we have written
functions that allow access to the motors in a more
intuitive fashion.

The function RunMotorAtLevel (int motorNumber, int
level, int numberLevels) scales the 65535 levels to number-
Levels and sets the voltage to a level that should fall
between 0 and numberLevels. For example, if the user
chose to allow five levels, then level 1 would cause the
motor to vibrate with 2 V, level 2 would be vibrate the
motor with 4 V, level 3 with 6 V, level 4 with 8 V, and level
5 with 10 V. As in RunMotor, the motor will remain
running until a call is made to set the level to 0.

The function Pulse (int motor, int level, int numberLevels)
behaves like RunMotorAtLevel, except it turns the motor
off after a small delay.

Figure 1 VisPad prototype and mapping the screen to the location of the eight motors.
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Wave (int motor, int numberSteps, int level, int numberLe-
vels) allows the user to produce a triangle hat wave
pattern for a specific motor. This function causes the
motor to step up to the desired level in a specified
number of steps and then step down in the same number
of steps until the motor is turned off. For example, Wave
(0, 1, 10, 10) will cause motor 0 to first vibrate at 5 V, then
10 V, 5 V, and then off. Wave (1, 2, 3, 5) will cause motor 1
to vibrate with 2 V, followed by 4 V, arriving at 6 V, then
step back through 4 and 2 V before turning off.

The function WaveRow (int row, int level, int numberLe-
vels, char startSide¼ ‘L’) causes a wave pattern to be drawn
across the user’s back or legs. The parameters level and
numberLevels have the same meaning as in RunMotorA-
tLevel, Wave and Pulse. WaveRow builds a wave pattern
across all of the motors in a single row (see Figure 2). The
default direction is to start on these left and move across
to the right. But the user can stipulate that a wave moves
from right to left by setting startSide equal to ‘R’.

It is possible to combine the functions to get interest-
ing patterns across multiple motors. For example, if we

were to call the functions WaveRow (0, 5, 5, ’L’), WaveRow
(1, 4, 5, ’R’), WaveRow (2, 3, 5, ’L’), Pulse (0, 2, 5), we would
get the effect of a wave of motion snaking across our back
and legs and disappearing in the middle of our back.

ProtAlign
We now give an overview of a visualization system
developed for assessing the alignment between the 3D
structure of a protein against another protein with a
known structure.6 We use this visualization system to run
usability studies to see whether there is any improvement
when a haptic interface is added.

Proteins are responsible for diverse tasks in nature.
When scientists study the structure of a protein, they
gain insight into its function. As genomes are sequenced,
scientists have gained access to a huge number of
potential proteins.22 Currently, the human genome
sequence is over 95% complete and the mouse genome
sequence is over 90% complete.23 Scientists today can
determine the amino-acid sequence of a new protein, but
they cannot guess its function without further analysis.
One highly utilized analysis tool is the generation of a
sequence alignment of the unknown protein to a protein
of known structure.

ProtAlign (see Figure 3) was developed to address the
problem of determining the structure of a protein from
its amino-acid sequence. It is a 3D protein alignment
assessment tool with multi-dimensional scoring algo-
rithms developed to help predict the structure of
unknown proteins.24,6

If a protein shares a 25% homology with a known
protein, then it is very likely that both proteins fold inFigure 2 Wave effect of WaveRow as it travels across the back.

Figure 3 Screenshot of ProtAlign.
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much the same way. Protein shape has much to do with
the function of the protein. Scientists generate two-
dimensional alignments using tools such as SAM-Se-
quence Alignment Modeling.25 That is to say, the
sequence of the unknown protein is lined up with the
sequence of the known protein. After this alignment is
made, ProtAlign allows the scientist to determine
whether or not the generated alignment makes physical
sense in three dimensions. ProtAlign also allows the
scientist to edit the alignment in three dimensions and
immediately visualize the results of the change.6

We have previously demonstrated methods for graphi-
cally visualizing the comparison data, but we found that
the multi-dimensional data were difficult to understand
quickly. Several screens were required to assess positions
in the alignment fully.

Graphically, ProtAlign uses glyphs shaped like chil-
dren’s blocks to represent size and types of amino acids.
The proportions of the blocks mimic the overall structure
of the amino acid and the shape of the pegs reflects the
amino acid type (see Figure 4). Each position represents a
pair of amino acids in a protein structure-sequence
alignment (see Figure 5). Cartoon shapes along the
backbone show whether the amino acid positions are in
a helix, a sheet, or a loop region (the secondary structure
of the protein).6,24

Color is used to indicate the probability of an amino-
acid substitution occurring naturally in nature as deter-
mined by the Blosum62 matrix.26 Color also indicates the
‘Environment’ and ‘Exposure’ scores as determined by
the Environments program.27 Environments looks at posi-
tions along the alignment, assesses the secondary
structure, examines the neighboring amino acids, deter-
mines the secondary protein structure, and calculates the

exposure to substrate at each of the positions along the
protein structure-sequence alignment. The ‘Environ-
ment’ metric is used to assess how much each of the
amino acids in a position like the environment at that
position. The ‘Exposure’ metric reveals the exposure to
outside substrates at an amino-acid position.

Use of the VisPad with ProtAlign
The Exposure metric was also mapped to VisPad. When
an amino-acid position is selected from the screen, the
position is mapped back to the motors of VisPad (see
Figure 1). The vibrational level represents the exposure
level, with high vibration indicating a highly exposed
amino acid position. ProtAlign allows full viewpoint
control of the protein molecule. As the molecule is
manipulated, the location of the vibration may move
indicating the new position of a selected amino-acid pair.
For example, if a user selects the amino-acid pair in the
lower left hand corner of quadrant 8 in Figure 1, motor 8
(the lower left thigh) would indicate the exposure level. If
the user then rotates the molecule moving the amino-
acid position to quadrant 3, motor 3 (the upper middle
back) would vibrate instead.

Because there are only eight motors in the prototype,
we currently allow only two amino-acid positions to be
haptically visualized at once. This greatly decreases the
probability that the same motor will be needed to
visualize more than one amino-acid position at the same
time.

We also experimented with mapping the ProtAlign
exposure metric to VisPad without the positional in-
formation. However, in this case only one amino-acid
pair at a time could be haptically visualized. The exposure
metric was mapped to the number of motors and the
level of vibration. The higher the exposure score, the
more an amino-acid position can move around, therefore
we added more motors.

When an amino-acid position was buried, we applied
5 V to motor 3. This caused a mild vibration to the upperFigure 4 Subset of the 20 amino acids in ProtAlign.

Figure 5 Pair of amino acids: histidine on top of phenylalanine.
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middle back. When a position was partially exposed, we
applied 6 V to motors 3, 4, and 6. This caused a stronger
vibrational effect on the middle and lower back. For
exposed amino-acid positions, we expect more freedom
of movement. Motors 1, 2, and 3 were vibrated with 10 V,
while 6 V were applied to motors 7 and 8. Vibration of all
of these motors indicated the freedom of movement of an
amino-acid position.

Usability study
If all of the tasks were extremely easy to perform visually,
there would be no need to pay attention to the haptics
information. By attaching VisPad to the program ProtA-
lign,6 we attempted to overload the visual system. For the
usability study, we changed the user interface to remove
any features that would not be used during the experi-
ment (see Figure 6). Users still had the ability to rotate the
protein molecule. However, the names of the metrics
were chosen so as to reduce confusion during the
experiment. The naming was as much for people who
understood protein biology as those people who had
absolutely no understanding of a protein molecule.

The Blosum metric is familiar to people knowledgeable
about protein, but because people not familiar with

protein would have no idea what a Blosum score
indicates, the name of the metric was changed to reflect
exactly what it is. We called it the ‘Mutation Probability
Index’. When each test began, this metric was mapped to
the color of the backbone of the protein. The backbone
was represented by the ribbon-like structure on the
screen.

For the ‘Environment’ metric, the user was asked to
compare the colors of two amino acid glyphs in a
position along the alignment. This metric measures
how much each amino-acid in the pair likes the
environment. When each test began, this metric was
mapped to the top and bottom glyphs in the amino-acid
pair. The user could then compare the top glyph to the
bottom glyph in the pair at a position. ProtAlign can
distinguish five levels of environmental preference: much
better, a little better, the same, a little worse, or much
worse, although for this experiment the metric was
condensed to three levels: more comfortable, the same
comfort level, and less comfortable.

During an earlier usability study, we found that people
took a long time to distinguish between ‘much better’
and ‘a little better’. A user had to look at the color
mapping and determine what the colors meant when

Figure 6 Screenshot of the usability test.
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applied to each of the amino acids, then had to decide
whether the top was more comfortable or not. Finally,
they would have to make the decision on how much
better or how much worse. We found that some of the
color combinations were more prone to confusion. While
there were very few errors determining whether the top
was more comfortable or less comfortable, more errors
occurred in estimating the magnitude of the difference,
that is, ‘much better’ vs ‘a little better’. These errors
decreased when a user was trained for longer periods of
time with the color mapping. Because we were limited in
our experimental time, and therefore our training time,
we limited the choices to ‘better’, ‘the same’, or ‘worse’.

The ‘Ion Freedom Index’ of an amino-acid pair tells us
how exposed a position is to the surrounding water
molecules. There are three levels defined by the program
Environments: exposed, partially buried, and buried. We
mapped these three levels to red for exposed, green for
partially buried, and blue for buried. The mapping
indicates that exposed positions are relatively free to
move around. Things that move tend to generate heat,
thus the color red. Buried positions tend not to have
much freedom. Things that do not move around get cold
(blue). We needed an intermediate color to indicate
partially buried positions. We chose green to keep the
rainbow analogy that is pervasive to the color mapping in
ProtAlign. This metric required the user to select the
metric from a pull-down menu.

The intensity of haptic vibration was also mapped to
the ‘Ion Freedom Index’ (exposure level) of the amino
acid. As before, the screen coordinates were mapped to
the motors in the VisPad (see Figure 1). The user used a
mouse to click on the amino-acid pair that was to be
evaluated in the protein alignment. The position of the
selected amino-acid pair was then mapped to the motors
of the haptic device, the vibrational intensity of the
motor indicating the ‘Ion Freedom Index’. The more the
vibration, the more exposed the amino-acid pair is to the
surrounding water molecules.

Participants
There were a total of 49 volunteers for the experimental
process, 48 students, and one UCSC professor. No one
was tested for color blindness, although none of the
volunteers indicated that deciphering colors was a
problem. The 48 student volunteers were all given extra
credit in their class for participating in the study. All
knew they were to be given the same amount of extra
credit in the class for their participation regardless of
their performance on the tasks.

Process

Refinining the experimental method Because the original
experiment had too many tasks, they were paired down
to a reasonable workload during pilot runs in Dr.
Bridgeman’s laboratory. In the initial experimental

setup, memory of all the mappings was being tested
rather than the usefulness of VisPad.28

The usability study was fine-tuned before running the
final experiment. During the first few days, 12 of the
student volunteers were used to fine-tune the experi-
ment, so that the entire session, including debriefing
questionnaire, took an hour. Pilot subjects were asked
what tasks were confusing, what questions seemed
ambiguous, etc. The questions and the tasks were
adjusted to avoid confusion. The number of separate
experiments was changed so that all of the users could
finish in the allotted time of 1 h.

The final experimental method There were 36 partici-
pants in the final experiment. None of these part-
icipants had any prior exposure to ProtAlign or VisPad.
They were randomly assigned to either the experimental
group or the control group. There were 19 participants in
the experimental group and 16 participants in the
control group. There was also an equipment failure that
invalidated the results from one user.

Five experimental phases

Briefing Each participant was given a written sheet to
read before the test.

The briefing re-iterated that no matter how they
performed, they would earn the extra credit. They were
given a little information on ProtAlign and what the
testing entailed (tour, training, testing, and debriefing).
They were not told to perform tasks quickly, but rather
they were asked to perform correctly to the best of their
ability. Users were informed that during the tour and
training phases, we would answer any questions they had
regarding the protein visualization and the assessment
methods. They were also told that during testing, we
would no longer answer their questions. They were
allotted 5 min for this phase.

Self guided tour A self-paced guided tour was given that
showed all of the possible ways to manipulate the protein
molecule. It interactively showed the user how to use all
of the scoring metrics to assess a position along
the alignment. Most of the tour was identical for the
experimental and control groups. The only difference was
that the experimental group was given a tour of the
haptic mappings. The guided tour was allotted 15 min.

Training Because the control group was not exposed to
the haptic vibration during the tour, they were told that
the motors would give them a good massage during the
training and testing phases so that the vibrations would
not surprise them. The control group was not given any
indication that there was information in the vibrations.

The users were given nine different training align-
ments. When the training alignment was presented, the
Mutation Probability was mapped to the backbone and
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the Environmental Comfort of each of the amino acids in
the pair was mapped to the glyphs.

We needed a way to draw attention to the pair that was
to be assessed. We opted to generate alignments that had
only one position that differed in Mutation Probability
from all of the other positions. The backbone ribbon
differed in color under one pair of glyphs (see Figures 7a
and d). How it differed was changed in each test
alignment.

Once the user determined which amino-acid pair
needed to be assessed, they were allowed to use any of
the three metrics to color the amino-acid pairs and the
backbone. Additionally, the experimental group could
click on the amino-acid pair and receive haptic feedback.

Figure 7 shows some possible evaluation windows used
to assess an amino-acid position during the usability
training and testing. When the window first appears, the
user must determine which amino-acid position to
evaluate (see Figure 7a). Suppose the backbone is red in

one amino-acid position, while the rest of the backbone
is yellow. Red indicates that the Mutation Probability is
poor. The Environmental Comfort requires us to compare
the colors of the top and bottom glyphs. Users learn that
green indicates that an amino acid is comfortable in the
current environment, while blue indicates that the
amino acid is extremely comfortable in the current
environment. If the amino acid on top is blue and
the bottom is green, the user would be able to determine
that the top amino acid is more comfortable in the
environment.

Once the Mutation Probability and Environmental
Comfort are determined, the Ion Freedom Index can be
chosen to color both the backbone and the glyph pair
(see Figure 7b). If the glyph pair and the backbone were
blue, the user would be able to determine that the Ion
Freedom Index is low.

If the user wants to re-evaluate Environmental Com-
fort, it is possible to color the glyph pair and have the

Figure 7 Evaluating an amino-acid position during usability study.
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backbone represent the Ion Freedom Index (see Figure 7c).
If the user had difficulty finding the position to evaluate
at the beginning of the test, it is possible to turn off the
glyphs highlighting the Mutation Probability Index (see
Figure 7d).

The Environmental Comfort Level and the Ion Free-
dom Index were determined using the Environments
program. The Mutation Probability was determined using
the Blosum62 matrix. This metric colors the backbone of
the protein by default. However, users could choose to
color the amino-acid pair using the Blosum62 matrix,
using a menu option. When an amino-acid pair is
selected within the protein, the exposure level of the
position is mapped to the motors in the chair.

Ion Freedom Index was also mapped to the intensity of
motor vibration. There were three intensities for this
experiment. If the amino-acid pair position was exposed
to the outside solution, the motor vibrated intensely. If
the position was partially exposed, a medium vibration
was given, and if the position was buried in the core of
the protein, very little vibration was used.

Both the experimental and control groups were asked
three questions about a specified amino-acid pair in a set
of protein structure-sequence alignments Users answered
the questions by clicking on the desired radio buttons.
They were told that the questions were always the same
(see Figure 8). Question 1 was ‘Is the glyph on top more
comfortable, the same, or less comfortable in its environ-
ment than the glyph on the bottom?’ Question 2 asked
the user to determine the mutation probability. Question
3 asked the user to assess the Ion Freedom Index.

During the training when users pressed the ‘Next
Visualization button’ a second group of radio buttons
appeared with the correct answers. They were able to
compare their answers and ask any questions about why
they answered a question incorrectly.

The training was allotted 15 min. Before testing began,
the user was asked if they were ready for the test. If they
indicated they were not, we allowed them to repeat the
training session.

Testing The actual testing was allotted 20 min. There
were 21 different protein alignments given in random
order. The order of the experiments was determined using
a random number generator that was seeded with unique
numbers. Because we knew that people would become
more comfortable with the testing process as it continued,
the tests were given in random order to remove the effects
of extra learning during the testing process.

The time it took to assess each alignment fully was
recorded. The answers users gave were recorded, as were
their menu selections. This enabled us to determine
whether the answers were correct, how the user was
assessing the amino-acid position, and to know how long
it took to perform all of the tasks for that position.

The only difference between the control and the
experimental groups is that the experimental group
understood the meaning of the vibrational motors. Both

groups were asked what they thought the motors meant
on the debriefing sheet. This was to ensure that none of
the control group subjects accidentally figured out the
haptic mapping. Some of them figured out the positional
information, but none of them discovered the link to
exposure.

Debriefing The final phase was the debriefing, which
was allotted 5 min. Participants were asked to answer
questions about themselves and the test. We asked them
if the vibration from the haptic chair pad device
distracted them from the task. We also asked them
about their declared major, what they considered easy,
and what they considered confusing. Lastly, they were
asked to rate the difficulty and enjoyability of the test.

Experimental results

Overall For each test, we verified that answers were
correct, and if the answers were all correct, we recorded
the time. For each test, using a two-sample t-test, we

Figure 8 Usability test questions.
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compared the average times of the experimental and
control groups. We were able to determine that the
difference between the mean times for the experimental
and control groups was significant for each of the tests
(Po0.03).

We were expecting to find that the group with haptic
feedback performed their tasks more quickly. We did not
anticipate how much faster they were able to complete
the tasks (see Table 1). The overall average time to
perform all tasks in a test for the experimental group was
17.30 s, vs the 31.09 s for the control group. In all of the
tests, the group with haptic information performed at
least 1.5 times faster than the group without haptic
information.

Error rates We were concerned that the control group
might find the motors distracting to the point that
it would cause extra errors. This turned out not to be
the case. When we compared the error rates of the
experimental and control groups, the experimental group
had an error rate of 11.03% compared to the control
group’s error rate of 11.31%. Analysis showed that the
difference was not statistically significant.

Results of the debriefing questionnaire During the
debriefing, we asked the users their declared major and
whether they were familiar with protein biology. Because
the bulk of the test pool was taken from a basic computer-
engineering course, we did not expect expert computer
users. Only two of the users were computer-engineering
majors, and only one of them rated the test as easy. Both
of these users were in the experimental group. The

only biology major was in the control group. Of the
experimental group, 16% had a little knowledge about
protein biology as compared to 25% of the control group.
Test subjects reported varied majors: Business Manage-
ment, Economics, Sociology/Psychology, History, Film
and Music.

We looked at what the users found confusing, easy,
and/or difficult. Both the control and experimental
groups considered color mapping to be the most difficult
task. Many of the control group considered determining
the Ion Freedom Index the most confusing task, while
none of the experimental group considered it the most
confusing task. However, 16% of the experimental group
reported that the most difficult task was differentiating
between low and medium Ion Freedom Indices. The Ion
Freedom Index was considered the easiest task by 38% of
the experimental group compared to 17% of the control.
Comparing the debriefing answers of the control and
experimental groups, we observe that VisPad appears to
make the evaluation of the Ion Freedom Index less
confusing.

We asked the users whether they considered the
vibrational motors distracting. Of the control group, the
motors at some point distracted 39% during the test
compared to 43% of the experimental group, a difference
that was not statistically significant.

Haptics as a possible duplicate information channel We
were able to determine whether a user in the experi-
mental group decided to combine haptic and graphical
information to assess the exposure of a position in the
protein alignment. They were taught that this was
possible during the tour and the training. During train-
ing, the users were taught all of the possible methods of
assessing a position in the alignment. However, they were
not told they had to use a specific method. In fact, we
told the experimental group that it was possible to get all
of the information visually. We were interested in
whether people would choose to use haptic feedback
when given the option of determining the information
visually.

Most of the experimental group chose not to visualize
the exposure information graphically, but for some
of the experiments, a few of the users preferred
bi-modal visualization. They chose to both feel and
see the exposure information to assess a position.
Presumably, haptics was used to reinforce the visual
information.

Using the t-test, we compared the times of the control
group to the experimental group users who preferred bi-
modal visualization. Although the results look promising
(Po0.06), only two people consistently chose to both
visualize and feel the information. Three others used bi-
modal visualization sporadically throughout the experi-
ments. This haptic device may be useful both as its own
information channel and as a duplicate information
channel. Further experimentation would be required to
verify this.

Table 1 Average time (in seconds) for users to complete
all tasks for each of the 21 experiments

Alignment test # Experimental group Control group

1 17.80 32.99

2 18.67 40.85

3 25.06 39.07

4 21.50 40.43

5 19.94 39.71

6 19.25 32.92

7 21.90 33.62

8 15.05 44.86

9 14.50 33.40

10 17.90 31.00

11 16.22 27.73

12 18.29 34.88

13 17.41 34.88

14 15.65 26.57

15 16.06 31.53

16 15.39 24.33

17 16.94 32.58

18 16.00 24.43

19 20.11 32.79

20 16.06 25.69

21 14.89 25.79
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Conclusions
We presented a prototype of a large area passive haptic
device using off-the-shelf commodity massage pads.
Using this prototype, we modified an existing application
– ProtAlign – in order to run some usability studies.
VisPad was used to visualize haptically the exposure of an
amino-acid position to the surrounding substrate. The
experiments demonstrate that the use of our VisPad
haptics unit during the visualization of complex data
greatly decreased the time it took to understand all of the
visualized information. Also interesting was the finding
that VisPad decreased the time with no error rate
increase. Whether the user chose to use the haptic
information as its own information channel or whether
they chose to use haptics as a duplicate information
channel, VisPad increased their performance.

Why should use of an additional modality with a very
low bandwidth improve performance on a principally
visual task? One answer comes from a comparison of the
amounts of time that are necessary for switching
modalities in attention. Psychophysical work shows that
switching attention from one modality to another
requires about 50 ms, while moving visual gaze requires
200 ms for saccade preparation and execution.29 – 31

Although small, the latency difference would occur
frequently, leading to significant advantage for cross-
modal information sources.

Future work
Ideally, our VisPad haptics prototype could be turned into
a more robust output device. Because of the limitations of
the RDAG-128H, only eight motors could be controlled.
Also, the chair pad itself has motors designed for
massage. What this means is that the motors have a very
large overlapping vibrational pattern. It would be inter-
esting to see VisPad evolve so that it uses a larger array of
smaller motors. It would be nice to see them radio
controlled rather than by direct connection using wires.

Users took significantly less time to interpret informa-
tion when VisPad was added. However, there is also
evidence that the users with the VisPad learned the tasks
more quickly. During training they spent less time with
the help menus. It would be interesting to see a usability
study to determine whether a task could be learned more
quickly when haptics was used in conjunction with
graphics and sonification.
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