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Abstract

Temporal data are abundantly present in many application domains such as banking, financial, clinical, geographical applications and so on. Temporal data have been extensively studied from data mining and database perspectives. Complementary to these studies, our work focuses on the visualization techniques of temporal data: a wide range of visualization techniques have been designed to assist the users to visually analyze and manipulate temporal data. All the techniques have been designed independently. In such a context it is therefore difficult to systematically explore the set of possibilities as well as to thoroughly envision visualization techniques of temporal data. Addressing this problem, we present a taxonomy of visualization techniques of temporal data. Based on a study of thirty-seven visual tools and visualization techniques of temporal data, our taxonomy structures the design space according to the Chi's visualization process steps. By identifying and organizing the various aspects of design, our taxonomy should also help the designer to address the right design questions and to envision future systems. 
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1 Introduction

Temporal data are abundantly present in many application domains such as banking, financial, clinical, geographical applications and so on. Temporal data denote the evolution of an object attribute over a time interval. It could be viewed as a collection of instant-stamped time or interval-stamped time of data items [22].The values of temporal data are called a history. Examples of quantitative temporal data are the history of an employee’s salary, daily productions of a firm, monthly consumptions of electricity of a city, etc. The data values represent the structural dimension of the data, and the time values represent the temporal dimension of the data. A temporal data set is then an association between a structural dimension and a temporal dimension. The structural dimension is characterized by a given data type. For example, it could be either images, quantitative values, or complex objects. The temporal dimension is defined by a calendar which fixes the observation unit. Examples of time units are Year, Month or Day.

Temporal data can be analyzed using statistical tools. Many algorithms are developed to extract valuable information from the data (understand correlations, study trends, identify patterns, etc.). An overview of temporal data analysis tasks is proposed in [3]. A promising and complementary research avenue involves visual analysis of temporal data, which relies on interactive visualization techniques. Many studies are focusing on the design of visualization techniques to assist the users to visually analyze and manipulate temporal data. The goal is to make information visible so as to get better overview and perceive the data more quickly. Our research is within this avenue. In the next section, we present works related to our research. 
2 Related works

Visualization techniques of temporal data have been proposed in different application domains: display of clinical data [59], display of geographical data [39], display of hydrometric data [35], display of personal histories [43],  and for different purposes as for searching trends and patterns [27], exploring program traces [46], analyzing log data [28], representing temporal abstractions [60] or visualizing temporal association rules [44]. All the techniques have been designed independently. Consequently, it is difficult to systematically explore the set of possibilities as well as to thoroughly envision visualization techniques of temporal data. In such a context we need a taxonomy to gain understanding of the design of such techniques and then reduce the time and effort. Few researches have been proposed in this context. Silva and al. [52] present a survey of existing visualization techniques of temporal data. They structure the visualization techniques according to two classes of features: visualization features and interaction features. The former are defined in terms of data characteristics (complex entity, entity relations, periodic pattern, patterns/trends) and rendering (snapshot view, focus + context, multiple calendar, user-defined display). The later are derived from Shneiderman’s taxonomy of tasks [51] (zooming, filtering, details on demand, etc.) which are not specific to temporal data. Several specific interaction tasks (e.g. merge two timelines in order to obtain a new timeline, juxtapose two timelines, etc.) for visualization techniques of temporal data are proposed in [36]. 
A second taxonomy of visualization techniques of temporal data is proposed by Müller and al. [42]. They distinguish two classes of visualization techniques: static representation vs dynamic representation (in literature, known as animated techniques). The former groups techniques for which the visual representation is not time-dependent. In other terms, the visual representation does not change automatically over time. Modifications result from user interaction only. By contrast, the later groups techniques for which the visual representation is time-dependent: it changes dynamically and is a function of time.

These works are useful because implementers can identify visualization techniques by examining the classes of these taxonomies. However, they do not help implementers understand how to apply and implement these techniques. Addressing this problem in the context of data visualization in general, Chi [9] proposes to re-think in terms of the design process and structure the visualization techniques according to that process. Chi’s visualization process (see section 3) structures the design issues into different levels: it distinguishes issues related to data from that related to rendering. In addition, as pointed out by Chi [10], in terms of expressiveness anything that can be represented using the Data Flow Model (classically used to design visualization techniques) can also be represented using the Data State Reference Model, and vice versa. Chi proposed a taxonomy by visualization process that structure the existing techniques and shows the similarities and differences between them. However, he does not consider the characteristics of the data as the temporal specificity of temporal data. In this paper we present a taxonomy of techniques dedicated to temporal data visualization. The originality of our taxonomy is that the classification criterion is based on the steps of Chi’s visualization process.   

The rest of the paper is organized as follows. First (in Section 3), we briefly describe the Chi’s visualization process. In section 4, we show how Chi’s visualization process can be applied to temporal data. We then present in Section 5 our taxonomy of temporal data visualization techniques. Finally we conclude the paper by locating several existing visualization techniques within our taxonomical framework.
3 Ed Chi’s visualization process

As shown in Figure 1, Chi [9] decomposes the visualization process into three types of transformations manipulating four types of data. In this paper, we adopt the point of view of Vernier [24] that structures the visualization process of Chi into four steps namely: (1) data, (2) point of view on the data, (3) visualization space and (4) point of view on the visualization space.
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Figure 1. Chi visualization process.

Data. This step is related to the data to be visualized. For example, as illustrated in Figure 1, the data could be a set of URLs. At this step, we distinguish two types of temporal data: anchored and unanchored temporal data. On the one hand the temporal data characterized as anchored have their temporal field defined and stored explicitly (e.g. the history of an employee’s wage). On the other hand an unanchored temporal field is defined at the execution time such as for multimedia objects (e.g. a video is an unanchored temporal object). For example by considering a video as a succession of images, the associated timestamps are only known at the execution time of the video, according to the images sequencing. The temporal domain of such data can only be calculated as the video is played. We have then considered unanchored data out of the scope of our study. However, our work covers time-stamped unanchored data, such as a time-stamped video (the images of the video are explicitly time-stamped) used for a reviewing task from a security camera or a sports game. 

Figure 2 distinguishes the two dimensions of anchored temporal data: structural dimension and temporal dimension. The structural dimension is characterized by a given data type. In particular, we distinguish one-dimensional, two-dimensional, three-dimensional and multi-dimensional data. One-dimensional data could be either quantitative, nominal or ordered as defined by Card and Mackinlay [7]. Two-dimensional data are for example images or geographical maps. Three-dimensional data are for example real world objects. Multi-dimensional data are sets of data consisting of N variables (each variable corresponds to one dimension of the data) that can be completely inter-related or completely independent. 
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Figure 2. Two dimensions of a temporal data.

Point of view on the data. At this stage of the process, the data are transformed onto an analytical representation. This transformation is generally dependent on the data structures. Indeed the point of view on the data is obtained by defining an analytical abstraction, in other words by obtaining meta-information, information related to the data such as their organization (hierarchical, sequential, etc.) and by filtering the initial data space. For example, in Figure 1, the web pages are retrieved from the list of URLs (initial data space), then an image is generated for each web page. 

Visualization space. The visualization space is defined by a transformation of visualization which maps an analytical representation onto values ready to be displayed. In the visualization process shown in Figure 1, the images (the point of view on the data) are ordered (ordered list of images). Moreover, this transformation fixes the characteristics of the graphical space in which the data are visualized in terms of the number of its dimensions.

Point of view on the visualization space. The point of view on the visualization space produces the perceptible rendering. It results from a visual mapping transformation which maps the directly displayable values onto a graphical representation (view). In the example of Figure 1, a book is defined for presenting the list of web pages. So, at the visualization space step, the designer decides on the characteristics of the graphical space. According to these characteristics, the data values of the previous step are mapped onto graphical signs. In addition, at this step, a deformation function (as a fisheye transformation) of the graphical space could be applied, for example to visualize a huge amount of data.

In addition to the decomposition of the visualization process into three types of transformations manipulating four types of data, Chi defines operators. We present some of these operators along the four steps of Figure 1. Operators for the “data” step are for example data filtering, adding new sets of data and the Fourier transformation of images. Operators for the “point of view on the visualization space” step include rotation, translation, enlargement of graphical objects, and the positioning and orientation of a camera in a 3D scene. Other operators are defined for the two steps “point of view on data” and “visualization space”.

Having presented the Chi’s visualization process, we now apply this process to visualize temporal data.

4 Visualization process of  temporal data

As defined above, a temporal data set is an association between two dimensions: a structural dimension and a temporal dimension. Based on these two dimensions, we define the visualization process of a temporal data space as an association between two visualization processes dedicated to the two dimensions of the temporal data (see Figure 2). As a consequence, data complexity of each dimension is treated within the correspondent visualization process. For example, visualizing N-dimensional temporal data may remains at visualizing (N-1) dimensions of the data within the visualization process of the structural dimension and visualizing one dimension (time) with the visualization process of the temporal dimension. In this example, time is considered as one-dimensional. 
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The visualization process of the structural dimension is dependent on the type of data. Studying this process consists of studying the visualization process of data in general, which is out of the scope of this paper. We therefore only focus on the visualization process of the temporal dimension. Figure 3 shows how we apply the Chi’s visualization process to the temporal dimension of temporal data: four steps are defined namely time, point of view on time, time space and point of view on the time space.

Figure 3. Visualization process of a temporal dimension.

Time. This step represents the time values to be visualized. Time values are observed according to a time unit as Year, Month, Day, Hour, etc. In the example of Figure 3, time values are observed according to the Day time unit.

Point of view on time. As explained above, this step is defined by the transformation of the time values. This transformation extracts from the time values how time is represented: (i) in which unit system the time values are expressed (ii) are time values linear or periodic? In the example of Figure 3, time is considered as multi-granular and linear. Multi-granular representation refers to time units composition: a year is composed of twelve months, a month is composed of 28, 29, 30 or 31 days, and so on.

Time space. At this step, displayable space of the time values are defined. For example, time values observed at the unit Hour (the analytical representation of “the point of view on time” step), could be mapped onto a matrix. One dimension of the matrix represents the days (Day is a unit coarser than Hour, and regular
 with Hour), while the other represents the hours. In the example of Figure 3, each time unit is considered as linear: one time axis is then associated to each of them. Moreover at this step, the number of dimensions of the graphical representation in which the temporal values will be visualized is fixed. We distinguish graphical spaces of two dimensions from those of three dimensions. In literature, several works focused on the design of two-dimensional visualization techniques of temporal data as the Cave Plots technique [4], the Multi-scale Timeline technique [47] or the Information Mural technique [31]. However, in the last few years due to the advances in 3D technologies, a particular interest is given to the design of three-dimensional visualization techniques of temporal data as for the Time Tube technique [11] and the Data Tube technique [2]. 

Point of view on the time space. The point of view on the time space refers to the perceptible rendering of the temporal dimension. At this step, the perceptible forms or representations of time are implemented. These representations must be studied according to the human perception of time. For instance, as pointed out by Tufte [56, p. 186 ], human eyes are able to detect deviation of the horizon, making easier the perception and interpretation of the horizontal representations of temporal data.

The choice of a representation is strongly influenced by the point of view on time that has been adopted (Step 2 “Point of view on time”). Indeed, the point of view on time identifies the characteristics of the temporal values to be visualized. For example, a graphical representation of time in a cyclic form as illustrated by the spiral shown in Figure 4a could be used because the temporal values are periodic: periodicity is a characteristic that has been identified during the step “Point of view on time”. The Figure 4a shows data on the consumption of Baphia Capparidifolia by chimpanzees in the Gombe preserve in Tanzania for the years 1980 through 1988. Data values are mapped into blue colored graphical objects (filled circles): the size of these circles show the difference in the quantity of the consumption at each month. Figure 4b (a simplified representation of the TimeSlider technique [33]) illustrates yet another representation of time where points of time are distributed irregularly on an axis in order to render a logarithmic perception of time [13]. As shown in Figure 4b, time scale is linear at the center part of the timeline (time step is uniform and equal to one time unit, a day in Figure 4b) whereas it is non-linear (time step is exponential) at the ends. Time may be viewed as linear as depicted in Figure 3. In the example of Figure 3, four timelines [21] are used to interact with the time space: one timeline for each time unit (Year, Month and Day) and one timeline to present an overview of the selected time values. 
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Figure 4.  Time representations. 
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Some visualization techniques of temporal data rely on several forms of time used simultaneously. The Spiral Calendar Visualizer technique [41] shown in Figure 5, includes two points of view on time: multi-granular and cyclic. In Figure 5, the values of each time unit are represented as a calendar (multi-granular representation of time). Thus, years are first represented in a view, then one year (1993 in the example of Figure 5) is displayed in another view and a month of this year is displayed in another view and so on. All the views are represented in a spiral form (cyclic perception of time). Using simultaneously these two forms of time reinforces the user’s perception of the multi-granular structure of time while highlighting cycles.

Figure 5. Spiral Calendar Visualizer [41].

5 A taxonomy based on the steps of the visualization process

In the previous paragraph, we presented the visualization process of the temporal dimension. However a temporal data is an association of two dimensions: a structural dimension and a temporal dimension. Our taxonomy of temporal data visualization techniques is then based on the different anchoring points between the two visualization processes: one dedicated to the temporal dimension (as described in the previous paragraph) and one dedicated to the structural dimension. 
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Considering the different anchoring points between the two visualization processes enables us to define seven classes of visualization techniques, described in Figure 6. The configurations depicted in Figure 6 vary in between two opposite cases: one corresponds to the complete fusion of two processes (Figure 6a) and the other corresponds to the complete splitting of the two processes (Figure 6g).

Figure 6. Five classes of temporal data visualization techniques according to their visualization process.

A point of contact (i.e., the first common step) between the two visualization processes is defined according to the operators that are applied at the corresponding step. The operators, as defined by Chi, are specific to each of the four visualization process steps. For example translation or rotation are operators dedicated to the step “point of view on the visualization space”. If at a given step, one operator has an impact on the data manipulated by the two processes then we consider that the corresponding step is the point of contact. One operator is a sufficient condition to declare the corresponding step point of contact. It is worth noting that some operators may remain specific to only one of the two processes. Once a step is defined as the point of contact, all the following steps in both processes are then merged. To the best of our knowledge there does not exist any approach corresponding to the configuration of Figure 7.

[image: image8.png]



Figure 7. The separation of the two visualization processes after a crossing-point.

Total fusion or fusion at the step “point of view on the data”. Some visualization techniques of temporal data result from a complete fusion of the two visualization processes. We distinguish two cases described in Figure 6a and Figure 6b. The configuration depicted in Figure 6a is often used to visualize data whose temporal field is not anchored. In this case, the representation of time is implicit. Examples include playing videos, or visualizing data captured in real time. By opposition, the configuration shown in Figure 6b is used to visualize temporal data whose temporal field is anchored. Time is then explicit, enabling us to distinguish the two dimensions of temporal data, the temporal and structural ones.  Visualization techniques could then be split depending on whether the time representation is explicit (Figure 6b) or implicit (Figure 6a).
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The first class gathers together the techniques which includes an explicit representation of time. For example, the diagram representations which are usually used to visualize quantitative data or temporal intervals and temporal relations [37, 49]. In this type of representations, time is often represented on the horizontal axis and data values on the vertical axis. In the example of  Figure 8, we consider the air pollution measures over time of NO (nitric oxide) and NO2 (nitrogen dioxide). Structural values are represented as a curve. 

Figure 8. Curve Representation.

Figure 9 presents the visualization process (configuration b of Figure 6) of the curve representation: the visualization process of the temporal dimension (as described in the previous section) and that of the structural dimension are crossing at the step “point of view on the data”. Consequently, the representation of the structural dimension (the curve) and that of the temporal dimension (the time axis) are in the same graphical space. In the example of Figure 8, the two dimensions of the temporal data are visualized within a two-dimensional graphical space. In the visualization process of the temporal dimension of Figure 9, time is implicitly considered as linear. The linear perception of time is used to guide the design of the representation of time values as an axis.
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Figure 9. Visualization process of  Curve Representation.

The second class groups the visualization techniques whose representation of the temporal dimension is not explicit. A few visualization techniques of anchored temporal data do not consider an explicit representation of time. We distinguish two categories of techniques that belong to this class: dynamic representations (in literature, known as animated techniques) vs static representations. The former groups techniques for which the visual representation is time-dependent: it changes dynamically and is a function of time. Campos and al. [6] propose an animation model to support exploratory analysis of  dynamic environments. Animation is frequently used to visualize spatio-temporal data as with the TimeMap data viewer [30]. The later groups techniques for which the visual representation is not time-dependent. In other terms, the visual representation does not change automatically over time. 
The information mural technique [31] is a static representation of temporal data that belongs to this class. It allows us to visualize a large data space: the number of data values is greater than the number of pixels available in the screen. This technique aims at transforming the initial data space which is defined with M*N pixels into a smaller space of I*J pixels while preserving a similar global view of the initial data space. Based on this technique, Figure 10 presents a visualization of the number of daily recorded sun spots observed between 1850 and 1993 which is over 52,000 readings. The transformation is applied to the structural dimension only and not on the temporal dimension in order to preserve the view of the initial data space. The idea is to provide an overview of the data tendency, neglecting a precise value associated to a particular point of time. In this case, the visualization process of the temporal data corresponds to the visualization process of the structural dimension. As a temporal dimension is not explicitly represented, both the “time space” and the “point of view on the time space” steps of the temporal dimension visualization process are not considered.
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Figure 10. Information Mural [31].

Fusion at the step “visualization space”. The fusion of the two visualization processes at the step “visualization space” (Figure 6c) implies that the graphical space in which the structural dimension is represented depends on the temporal dimension. Thus, the characteristics of the graphical space of the temporal dimension and some operators applied on this dimension, directly affect the graphical space of the structural dimension, and conversely. We distinguish two classes of visualization techniques defined by the process of Figure 6c according to whether the graphical space of the structural dimension is merged with the graphical space of the temporal dimension, or not.

In the first class, there is one single space representing the two dimensions. If the temporal dimension (respectively the structural dimension) is represented in a three-dimensional space, the structural dimension (respectively the temporal dimension) must then be represented in a three-dimensional space. As the two graphical spaces are merged,  the visual discontinuity between the two dimension representations is reduced. The Spiral representation [46] of Figure 11 is an example of technique that belongs to this group, its visualization process is presented in Figure 12. Figure 11 shows a visualization of program traces over time.  
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Figure 11. Spiral representation [46].

As shown in Figure 12, the visualization process of the structural dimension (on the left in Figure 12) and that of the temporal dimension (on the right in Figure 12) are crossing at the visualization space step. In the visualization process of the temporal dimension of Figure 12, only the cyclic perception of time is considered at the point of view on time step. Consequently time is  represented as a spiral. As we can see from Figure 11, the structural dimension and the temporal dimension are visualized into the same graphical space, in particular a two-dimensional graphical space. 
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Figure 12. Visualization process of  the Spiral representation.

In the second class of techniques, the two dimensions are represented separately in the same graphical space. For example, our TimeVis technique of Figure 13 distinguishes the representation of the time from the representation of the structural values. Time and structural values are separately represented but in the same graphical space. As for the example given in Figure 11, rotating the representation (graphical space) of the temporal dimension (the perspective wall timeline in the example of Figure 13) implies a rotation of the representation (graphical space) of the structural dimension. In the example of Figure 13, the TimeVis technique shows the history of the investments (in millions dollars) of one country in agriculture, services, industries and infrastructures. 
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Figure 13.  TimeVis technique.

Fusion at the step “point of view on the visualization space”. This case is represented in Figure 6d. This configuration of the two visualization processes is impossible because the structural values are always associated with the temporal values, which implies that the point of view on the visualization space of the structural dimension is defined only once the point of view on the time space is defined. Thus, the two points of view on the visualization spaces must be fixed sequentially, considering first the time and then the structural values. Respecting this ordering constraint we identify two cases depicted in Figure 6e and Figure 6f. 

Time and then the step “visualization space of the structural dimension”. Some visualization techniques of temporal data use the representation (graphical space) of the temporal dimension as a support for the representation of the structural dimension. The main advantage is the direct association of structural values with the corresponding temporal values. This direct association reduces (or even eliminates) the visual discontinuity between both representations. As a result, the temporal values and the structural values are visualized in the same graphical space. First, the characteristics of this graphical space are all fixed by the temporal dimension and second, the structural values are then visualized within this space. If time is represented in a two-dimensional space, the structural values will be too. For this reason, the representation of the structural dimension is defined once the visualization process of time is completely achieved (see Figure 6e). It is worth noting that this configuration is different from that where the fusion proceeds at the “visualization space” step (see Figure 6c). Indeed, based on this configuration, the visualization process of the temporal dimension is completely independent of that of the structural dimension. This later could be modified or replaced by another one while keeping the same visualization process of the temporal dimension. 

The Superposed Histograms Technique (SHT) [15] of Figure 14 illustrates this configuration of visualization process. In SHT, data values (air pollution measures of NO and NO2 in the example of Figure 14) have been mapped to 2.5D graphical objects (in the form of cubes). Time is represented along two dimensions. For this reason, the SHT includes two time-sliders, one vertical and one horizontal. Each data value is the result of a function f with two parameters that are two regular time-units. One time-unit U1 is said to be regular with regard to another time-unit U2, only if each value of U1 is composed of a fixed number of U2. A concrete example of regular units is year and month. Each year contains twelve months. In the example of Figure 14, years and months are mapped onto two axes: years along the vertical axis and months along the horizontal axis. Each data value corresponds to f (year, month). 

As shown in Figure 15, we distinguish two visualization processes: one dedicated to the temporal dimension and one dedicated to the structural dimension. The visualization process of the temporal dimension of the SHT (on the right in Figure 15) is completely achieved independently from that of the structural dimension (on the left in Figure 15), whereas the opposite is not no true. 

In the visualization process of the temporal dimension of Figure 15, two time perceptions are considered at the point of view on time step: multi-granular and linear perceptions. The linear perception of time is used to guide the design of the perspective wall timeline, whereas the multi-granular perception implies the use of two timelines: one to represent hours horizontally and one to represent days vertically.
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Figure 14. Superposed Histograms  technique [15].
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The visualization process of the structural dimension of the SHT is presented on the left in Figure 15. During the visualization space step, a histogram representation is used to denote the evolution of the visualized data. The choice of the histogram representation is strongly influenced by the fact that the data are quantitative. Moreover, histograms are visualized within a two-dimensional graphical space. In fact, as shown in Figure 15, the structural space is defined with respect to the characteristics fixed within the time space step (the arrow coming from the point of view on time space to the structural space). In the SHT technique time is represented within a two dimension graphical space. 
Figure 15. Visualization process of Superposed Histograms Technique.

Time and then the step “point of view on the visualization space of the structural dimension”. The process corresponding to this case is shown in Figure 6f. The temporal dimension is visualized in a graphical space independent of the structural dimension. On the one hand this distinction allows an explicit separation between the user tasks referring to each of the two dimensions of temporal data, for example by navigating in time versus navigating along the structural dimension. On the other hand visual discontinuity is possible, for example making difficult the identification of a value at a given time. The Star Representation Technique (SRT) [17] of Figure 16 illustrates the process of Figure 6f. 
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Figure 16. Star representation technique [17].

As shown in Figure 17, we distinguish two visualization processes: one dedicated to the temporal dimension and one dedicated to the structural dimension. The visualization process of the temporal dimension of the SRT (on the right in Figure 17) is completely achieved independently from that of the structural dimension (on the left in Figure 17), whereas the opposite is not no true. 

As shown in Figure 16, the SRT technique relies on two forms of time used simultaneously (the perspective wall timeline and the star representation). In the visualization process of the temporal dimension of Figure 17, three time perceptions are considered at the point of view on time step: multi-granular, linear and periodic perceptions. The multi-granular perception is used to distinguish hours and days. The linear perception of time is used to visualize days as a perspective wall timeline, whereas the periodic perception is used to visualize hours of a day and thus to design the structural space, the star representation of Figure 16. In Figure 16, a star denotes a day whereas the radii denotes the twenty four hours of a day.
The visualization process of the structural dimension of the SRT is presented on the left in Figure 17. During the visualization space step, a star representation is used to denote the evolution of the visualized history during a fixed-length period of time. The choice of the star representation is strongly influenced by the fact that we considered the periodic perception of time to define the visualization space (the arrow coming from the point of view on time to the structural space) and by the fact that the data are quantitative (the NO and NO2 concentrations). The star representation could be visualized within a two dimension graphical space as in the example of Figure 16 or within a three dimension graphical space. By opposition to the superposed histograms technique of the precedent paragraph, as shown in Figure 15, the structural space is defined independently from the characteristics of the time space. In fact, there is no connection between either the time space or  the  point of view on time space where the characteristics of the graphical space are fixed, and the to structural space.
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Figure 17. Visualization process of Star Visualization Technique.

Process completely separated. Such a configuration (Figure 6g) is impossible as the structural values are always associated with the temporal values.

6 Discussion and future work

As the temporal dimension is designed independently from the structural dimension in the visualization processes of Figure 6e and Figure 6f, our resulting perspective wall timeline (produced by the visualization process of temporal dimension) has been reused in the Superposed Histograms Technique and the Star Representation Technique. Consequently we can use a dedicated physical device [16] (as shown in Figure 18) for the perspective wall timeline, making the reusable corresponding software component a reusable physical device. Our physical device corresponds to the perspective wall timeline associated with a handheld computer. The Star Representation Technique will consequently be multi-surface, one for the temporal dimension and one for the structural dimension. This is more complicated to implement for the Superposed Histograms Technique because it uses two timelines to represent the time space. Perhaps, it is not possible to use the physical device with the Curve Representation of Figure 8: the fusion of the two visualization processes is at the step “point of view on the data”. The representation of the structural dimension and that of the temporal dimension are then in the same graphical space. Consequently, they are visualized on the same display, a screen for example. 
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Figure 18. Physical device to interact with the temporal dimension [16].

Our taxonomy based on the visualization process steps is useful for systematically exploring the set of possibilities as well as for thoroughly envisioning visualization techniques of temporal data. Indeed we classified in the table of Figure 19 several existing techniques according to our taxonomy. As it is shown, most of the existing techniques fit into the three first cases (Figure 6a, 6b and 6c) of our taxonomy (lines 1 and 2 in the table of Figure 19). It is therefore interesting to further explore and envision new visualization techniques that would fit in the two other classes identified in our taxonomy (the two last lines of the table of Figure 19). 

	1
	Total fusion or fusion at the step “point of view on the data” (Figure 6a and Figure 6b)
	Diagram representation: [25] [34] [54] [26], timeHistograms [48], Map of Napolean's Army's Russian Campaign [56], Information Mural [31], DataWear [12], TimeSearcher [29], TimeWeel [55], MultiComb [55], Temporal Network Visualizer [18], TimeMap data viewer [30], temporal star representation [38].

	2
	Fusion at the step “visualization space”

(Figure 6c)
	Time Tube [11], Calendar representation [58], Dynamic Timelines [50], Spiral [57], Spiral [46], Worlds Within Worlds [23], Spiral Calendar Visualizer [41], SpiraClock [20], multi-scale Timeline [47], TimeScape [45], BITS [19], timeline [53], Data Tube [2], CalendarView of DataJewel system [1], circle-segment technique [32].

	3
	Time and then the step “space of the structural dimension” (Figure 6e)
	Spiral representation [8], Perspective Wall [40], ThemeRiver [27], Concentric Circles Technique [14], Superposed Diagrams technique [15].

	4
	Time and then  the step “point of view on the space of the structural dimension”  (Figure 6f)
	LifeLines [43], OITL [5], Star representation technique [17].


Figure 19. Visualization techniques of  temporal data. 

Our taxonomy of temporal data visualization techniques is based on the possible points of contact between two visualization processes, one dedicated to the temporal dimension and one to the structural dimension. This study could be generalized to any type of data by considering the visualization of two data spaces or coordinated and multiple views of the same data space. However, for the case of  temporal data, the two data spaces are linked: indeed the structural values are stamped by temporal values. For the case of two independent data spaces, additional configurations should be considered. For instance, the configuration of Figure 6d which is impossible for temporal data, becomes possible for two independent data spaces.
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� One time-unit U1 is said to be regular with regard to another time-unit U2, only if each value of U1 is composed of a fixed number of U2. The time unit U1 is said to be coarser than the time unit U2, and U2 is finer than U1. A concrete example of regular units is Year (coarser unit) and Month (finer unit). Each year contains twelve months.
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[image: image24.png]Figure 2. An indented spiral, with spokes, showing monthly
consumption percentages for Baphia Capparidifolia during the
period 1980 — 1988.
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