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ABSTRACT

Our work focuses on thdesign of interactiortechniques
for largeinformation spaces. Our goal is not define yet
another visualizatiotechniquebut to provide insights for
the design of such techniques. Our desigproach ishased
on ergonomic criterizhat arosefrom a study of how the
user perceivesind manipulates darge information space.
We thenprovide desigrrules that should help theéesigner
in devising an interactiontechnique that verifies the
ergonomic criteria. Afterthe design of the interaction
technique,the next step isoftware design. Wesstablish
links betweenour design rules/ergonomic criteriand the
software architecturemodel. By applying our PAC-
Amodeusmodel, we show how theoftware architecture

demonstrate the suitability of oarchitectural modePAC-
AMODEUS for ourcriteria and rules. Inorder to validate
our approach we performed axperimental evaluation of
VITESSE and we report its results at the end of the paper.

DESIGN METHOD

Our design method ikased on aonceptual study of the
user, her/his informationeeds andasks while handling a
huge quantity of information. The results of tlkisnceptual

studyare used tadentify ergonomic criterighat should be
verified by the userinterface. Wethen develop design rules
that thedesigner caruse for constructing a useéterface

that verifies the ergonomic criteria. Havirgsigned the
user interfacethe software design igperformed before the

model helps to either verify or assess the ergonomic criteriacoding phase. We also show how the ergonomic criteria can

We therefore adopt a predictiwvaluationapproach to the
design of interactiontechniques for largeinformation
spaces. We illustrate oudesign approachand results
through our VITESSE system.

KEYWORDS: Design Method, Navigational Task,
Ergonomic Criteria, Fisheye View, Software Architecture.

INTRODUCTION

One of the new design challenges for the domaiklwhan
Computer Interaction (HCland Information SystemgIS)
is the need to manage large quantitiegnédrmation which
is available to a variety of users havindifferent
information needs.For example in InformatiorRetrieval
Systems (IRS), we study the accessibility of thgieved
information. While most IRS rely on the power inflexing
andsearchmechanisms, we focus on the usaerface of
such systemsand on navigational interactiontechniques
becausethey can play a central role in accessing the
retrieved information. Indeed the aim of navigational
techniques is tomaximize the amount of information
perceivable and manageable by the user.

This paper focuses orthe design of visualization and
interaction techniques for largenformation spaces. We
provide designrulesidentified from ergonomic criteria. We
then illustrate theriteriaandrules with our ownsystem,
VITESSE [22, 23, 29] that runs on th&WW. In the
design methodthe last stepbefore coding, is software
architecturemodeling. In the context of VITESSE, we

be verified or aleastassessedvithin the software design.
This is the first steppowards a predictivevaluation of the
user interfaceFinally the developeduser interface can be
evaluated using the ergonomic criteria.

The cornerstone obur design method ishe ergonomic
criteria. As shown in Figure 1, the ergonorariteria define
a bridge between the usenseds andasks on the onbkand
andthe design onthe other. Ergonomicriteria are at the
turning pointbetweentwo worlds: the user studfield and
the user interface design field.

Ergonomic criteria

User Interface
Design:
Design rules

User:
Needs and tasks

Figure 1: Ergonomic criteria
at the turning point between two worlds.

Because of its interlinking location, ergonomic critariast

take into account the properties of betbrlds: Thecriteria

must abstract the characteristics of the user and her/his tasks
andalso defineimplications onto the useénterface design.
Figure 2 includes the main steps of @asign approach and
highlights thecentral role ofthe ergonomic criteria. The
first step consists of studying the users tasks: In the



following section we provide insights into the task study of identify general sub-tasks such as the ones of&RIVA
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Figure 2: Design approach.

Information Needs and Tasks

Our overall goal is toincorporate the user, her/his
characteristicand activities within thedesign process. For
this reason, oudesign method idased on a conceptual
study of the users, their informatioeeds andasks.When
handling a huge quantity of information, the neaddtasks
of the userarenumerous. Withoutonsidering a particular

study or the seven tasks of the TTT taxonomy. At lingl

of analysis, itbecomes difficult to identify an exhaustive
list of sub-tasks.Based onthese considerations, in our
design method we consequently adopt an interaction-based
approachand westudy theelementarytasks the usewill
perform, namelyquerying and browsing asdefined in the
model of information exploration [30]. Based on this model,
we consider two relevant dimensions(out of three
dimensions in the original space)esented inFigure 3:
"Target orientation” and "Structural responsibility”.

e The "Target orientation" dimension identifies two
tasks, querying and browsing. "Browsing is
distinguished from querying by the absence offinite
target in the mind of the user." [30Querying
corresponds tathe task"searching for onepiece of
information” in the FADIVA Benchmark. In [16],
guerying and browsing are respectivelydesignated as
"searchingand browsing" (Figure 3),whereas in [4]
they are respectively named "exploration and identifying
objects”, showing that the terminology is netll
established. Nevertheleshe distinction between the
two tasks is clearly defined and depends on the
cognitive state of the useand his/her information
needs.

system dedicated to a given domain, identifying all the tasks

of the user is difficult. Clearly, taskare domain-dependent.

For example in the TTT taxonomy [26], at a higher level of

abstraction, task-domain information actiare required. In
addition Cleveland, Kosslyn and Wickepsint out that the
benefits of a visualizationtechniqgue are domain-task
dependen14] [25]. The "Structuring the display[18]
method shows that one visualizatiotechnique is more
appropriate for one particulatask than for others by
defining structureandtransition pathdiagrams.From these
considerations, we can fintbols such asBOZ [6] that
automaticallygenerate2-D graphicsbased on alescription
of the tasks to bgerformed.The BOZ system maps the
description of the tasks onto perceptual operatorder to
generate an optimal graph. &adition tothe fact that tasks
are domain-dependent, it is quite difficult to evaldatev a
visualization technique best maps a task [28].

A more recent approach fotackling the problem is to
identify the sub-taskshat define the domain-dependent
tasks. These sub-tasksare domain independentThis
approach corresponds to alassical hierarchical task
analysis. This studtarted at eFADIVA workshop [15]
where the difficulties of the enterprise were identified.
Examples of sub-tasks thatave been identifiedare:
searching for a particular piece offormation, grouping,
comparing, analyzing, creating new information.

The literature is abundant with tasks a usefatedwith in
dealingwith a huge quantity of information: Faxample
the CHI'97 tutorial notes on Information visualization
includesuch a list [12]. Likewise, in the TTT taxonomy
[26], seven tasks are defined: overview, zoom, fildetails-
on-demand, relate, history and extract.

Structural responsibilityefers tothe responsibility for
performing the task either by the user or #ystem.
Along this dimension, two valueme definedmediated
(task performed bythe system)and navigational(task
performed by the wuser). In [16], mediated and
navigational responsibilitarereferred to as'querying
and navigating”. This dimensiortorresponds to the
criterion "Task migrability" in ourdesign space [1]
[13]. It refers to tharansfer ofcontrol for execution of
tasks between user and system.

Structural
responsibility
1
Mediated
Querying
N,\?;’\il?a;t?:: Navigati(fnal tasks
9 o Target
Querying  Browsing orientation
Searching  Browsing
Figure 3: Two dimensions of the information
exploration model [30]. (The two dimensions

presented during the CHI'97 workshop on Navigation [16]
are presented in italics.)

In this paperand asshown in Figure 3, we focus on
navigational taskgquerying orbrowsing). Asexplained in
[8], "attending to navigational issues d@esign is where we
can have a largamount of impact in terms of improving
ease of use and appeal in electronic world". In [4]
navigational tasksare also described ascrucial for the
usability of the system. In the followingaragraph we
characterize navigation in order to identify ergonomic

To sum up, at a higher level of task analysis, tasks ar(griteria that will then guide the design of navigational

domain-dependent. At finer grainedlevel of analysis, we

interaction techniques.



Navigational Tasks

Our starting point is thenodel ofinformation exploration:
Navigational taskganinvolve looking for adefinite target
or discoveringwhat is available in the space. Navigation
consequently addresses the following two questions [10] [4]:
Where am | now?

Where is ...? or How do | get to ...? or Is there a ...
somewhere in the environment?

The first two questionsunderline the spatial activities
involved in navigationaltasks. Additionally the time
dimension has alsbeenshown to becrucial [17]. Space
and time strategies define intertwined characteristics
involved in navigationaltasks. Figure 4 presents our
framework for characterizingnavigation. Thisframework
coversthe basic aspects of navigati@entified during the
CHI'97 workshop on Navigation [16]. For examarken
defines navigation as "Wayfinding + Locomotion".

Locomotion mean

| -

Future

Present

Past

Figure 4: Characterization of navigation.

which support interaction robustnes®: observability,
honesty and predictability.

In the following sections, we describe these criteria and their
impact on navigation.

Flexibility Criteria

Representation multiplicity involves flexibility  of
information space rendering wrder to facehe diversity of
user's characteristicsand tasks. Multiple representations
better supportifferent tasks. Representatiomultiplicity
relies on output multimodality: In [21] we define a modality
as the coupling of a physicabevice d with a
representationabystem r: <d, r>. Assuggested in [4]
output multimodalitycan befruitfully used innavigation,
for example by changing a graphical mapp averbal set
of instructions: In thisexample twodevices areused, the
screenandthe loudspeaker, awell as two representational
systems, agyraphicalandlinguistic representatiorMultiple
representations of the informatigpaceusing the same
device such as thescreen is also a case of output
multimodality. Representationmultiplicity must be
distinguished from “interactive" externalizations [28] in
which features ofthe data are madealient asand when
required ("filtering" approach). Representatiomultiplicity
and "interactive" externalizationare two complementary
approaches for facing the diversity of user's tasks.

For the case of navigational retrieval, the user's informatiorAdaptability refers to the user's ability to adjust the form of

needs characterize navigational task. It isonsequently
important to study the informatiomeeds in order tdetter
understandhe taskandidentify therelevant information to
be madeperceivable. In [19] [7] we presenttaxonomy of
users' information needs: Wiefine axesthat groupvarious

input and output. For example, theser mayhave the
choice of representation dhe informationspace(in the
case of representatiamultiplicity). As explained in [27]:
"On one hand maintaining a consistent structure is vital for
learning, but the influence of task and individual exploratory

intrinsic properties of an information need. For example thestyle seems to suggest configuration." The distinction

"users'needcharacteristics'axis identifiestwo properties:
the definition of theneed (values from well-defined to

between adaptabilitgnd adaptivity (automatic adaptability)
is that the user plays an explicit role in adaptability,

fuzzily-defined) and the stability of the need. Navigation is awhereashis role in anadaptive interface isnore implicit.

powerful interactiontechnique foraddressinghese issues.
Another axis deals with the way informationcan be
designated (connote/denote): Thesetwo means of
designation require different navigation techniques.

Based onthe characteristics ofnavigation presented in
Figure 4, we select the ergonomddteria that should be
verified by the designed navigational techniquesThis
represents the second step in our design method.

Ergonomic Criteria

We select the ergonomriteria that are most relevant to
navigational techniques. These criteria belong to coiteria
space [1] [13]. Three selectedcriteria contribute to
interaction flexibility and three additional criteria are
concerned with interaction robustness:

Interaction flexibility refers to the multiplicity ofvays
with which the userand the system exchange
information. Thethree selectedcriteria that contribute

to interaction flexibility are: representation
multiplicity, adaptability and I/O reuse.

Interaction robustness covers features which support th

successful achievemeratnd assessment ohavigable
tasksperformed bythe user. Thehreeselected criteria

Adaptivity in navigation must bearefully used4]. On the
one hand adaptivity is good whenocally applied, for
example to dynamically show the next paths to follow at a
given location. On the othehand adaptivity of the
representation of the whole informatiospace is not
suitable because of screen stability in order to maintagn
context for navigation.

I/O reuse refers to the capacity of the system to alleage
of previous input or output dstureinput. This allows us
to specify an input expression by referring to previous input
or output expressions. In navigatiotethniques, theuser
must beable to reuseutputs (the informatiorspace) as
inputs in order to directly manipulate the informatspace.
It leads to fasterand more direct interaction with the
information space. Irmaddition I/O reuse canreduce the
navigational effort. For examplasing Opendoc,the user
can edit foreign documents, directlyhere they appear
without navigationaleffort: To do so an application can
invoke other applications.

Robustness Criteria

®bservability allows the user tevaluatethe internal state
of the system from th@erceivable representation dfiat

state. State evaluation allows the user campare the



current perceived statgith the statentended inthe action:
Such evaluation may eventuallgad to aplan revision.
Based on our framework dfigure 4, examples ofariables

refinements. The natural next step is therdéfine design
rules based on these criteria.

that should be observable are: the set of elements (locationfRules Based on the Flexibility Criteria (Representation

the set of links (path), the time teeach anelement
(locomotion means), the focus of interactiqurrent
location), the locaheighborhood (futuréocation, path and
direction).

Because othe limited size of the screen, observability of
the set of elements is impossible in @atire scope and
detail. One interestingolution to the problem is tmake
observable one sub-set of the elementsdetail while
maintaining the global set of elemerdbservablewithout
detail, using compressioprocedures:This approach is
called"Focus + Context". The userman thereforaely on
the global context to orient themselvasd onthe current

focus to make sense of the local information. Tunnel vision

(i.e., loss of peripheral vision) can cause severe

disorientation [2].

In [11], we find requirements for a strongly navigabierld
that are related to the observability criterion. For example:

* Requirement VN1gresidue distribution). Everynode
must have good residue at every other node. [11]

In otherwordssomeresidue orscent of the targahust be
observable by the user from any nod€kis requirement
makes Observability of residue a challenging problem [11].

Honesty requires that the observable state iscorrectly
interpreted bythe user. Honesty is closelglated to the
observability criterion. It is an important criteriomhen

ultiplicity, Adaptability and I/O Reuse)

To facethe diversity of tasksand users characteristics, we
adviseuse of multiplerepresentationadystems inorder to
make the informatiorspace perceivable bthe user. The
user can then select the representationaystems
(adaptability of the useinterface). Howevethe choice of
representationaystems must noincreasethe complexity
of the user interface. We define two design rules:

¢« R1: The representationabystems must besasy to
change (direct access).

¢ R2: Temporal continuitymust be guaranteedwhile
changing the representationalystems in order to
providevisual continuity. Theuser should not béost
in the space becauseshe/he switched from one
representational system to another one.

One designsolution for providing temporal continuity
between two representational systems consists of applying a
progressive morphindechniquethat provides asmooth
change from one representational system to another one.

Rules Based on the Robustness Criteria (Observability,
Honesty and Predictability)

We definerules for the observabilitand honesty criteria.
As explainedabove, observability of the informati@mpace
in its entire scopeand detail is impossible. Inorder to
nevertheless satisfy these criteria, we combseveral
representationalsystems for rendering the information

space. We advocate complementary usage [20] of

distortion functions are used to make the whole informationrepresentational systems in order to satisfy the observability

space observable ke user. In suckases there is kigh
risk of misinterpretation by the user. Generally,
distortion function defines theppearance oélements (size,
location, color etc.) based on an estimadedree ofinterest
(DOI) of the user. For example with a fishewgew
techniquethe distortion isbased onthe distance of the
elements from the current location or focus of the user.

Predictability means that usémowledge of interaction
history is sufficient fordetermining the result ofuture
interaction. Indealingwith both spaceandtime strategies,
predictability is an important attribute of navigational
techniques because it enables the user to fétgrmine the
consequences of the next input action: where shoatdve,
knowing where | am and where | have be@nnsistency is
a sub-criterion that contributes to predictability. For
example metaphors for informatiospacesare frequently

used inorder to assist users in navigating throughout the

information space. A metaphodefines correspondences
between two worlds: It is crucisthat thesecorrespondences
are consistent [4].

Design Rules

The above ergonomic criteriare a first step towards
designing efficient navigational techniqueBlevertheless
these criteria cannoeasily be applied for designing
interaction techniques.Some of the criteria need

the principles

and honesty criteria. Complementarity is one of the
that is identified in our CARE
(Complementarity, Assignment, Redundancy and
Equivalence) design space [9].

We first need tocharacterize aepresentationasystem in
order tocombine the representatiorsistems. Wedentify
three dimensions namelyartial/global, precise/vague and
distorting/non distorting:

¢ Onthe one hand, a representatisatem is global if
it rendersthe whole set of information. On thather
hand, it is partial ifonly a sub-set of elements is
rendered at a given time.

A representationatystem isprecise if eaclelement is
presented with detail and vague if not.

« Arepresentational system may or may notbbsed on
a distortion function.

We can now state three rules related to the observability and
honesty criteria:

¢ R3: Therepresentationasystem used to present the
focus of interaction must hgreciseandnot rely on a
distortion function.

e R4: If it is not possible topresent thewhole
information space using one precise and global
representationasystem, tworepresentationakystems
can be combinedyne being (partialprecise)and one
(global, vague).



* R5: If two representationasystemsare combined to
present the information space, spatial continuityst
be guaranteetietweenthe two representations [17] in
order to provide visual continuity.

We define one rule related to predictabilityd consequently
consistency by stating that :

» R6: The navigational tools (locomotianeans)must
be uniform along the usémterface (reusability of the
navigation tools).

In [8], we find a principle of desigrthat isrelated toRule

R6: "A persistent navigational structumeust beprovided."

In addition guidelinegor hypermedia generallyecommend

that the navigational buttons are placed at the same location

throughout the user interface.

Conclusion

We think that the ergonomicriteria and the design rules
provide auseful framework forthe design of navigational
techniques in larganformation spaces, by helping the
designer to identifithe right questions. We now illustrate
the ergonomic criteria and design rulesng our VITESSE

system. We also show how the applied criteria and rules can

be assesseahd verified within the software architecture of
VITESSE before the coding phase.

THE VITESSE SYSTEM

The VITESSE system visualizes the results ofjuery
submitted to asearchengine on the WWWResults of a
web search engine can definbge information space. The
VITESSE user starts by specifying a query sentdelected
web engine and then navigates in the resultspace.
VITESSE isindependent othe searchengine. Itrepresents
a new approach for accessing IMVW andone attempt to
face the problems of navigating on the WWW. Such
problems of navigation are well-known [3] and aasult in
getting "lost in hyperspace".

We first describethe userinterface design ofVITESSE
based on our criteria and rules. We then presensdfieare
architecturealong the PAC-Amodeusiodelandshow how
to assess theriteria within it. We finally present the first
results of our ergonomic evaluation.

User Interface Design

As shown in Figure 5, VITESSE displays the ovegadiph

structure of the result€achretrievedpage(node) andheir

links aredisplayed. Oneetrievedpage ornode is displayed
by a polygon. Foreach node we studiethe relevant

information to be displayed (observability criterion) inside a

polygon: Manypieces of "meta"-informatiomre relevant.
VITESSE currently displays thereation date and the
keywords frequency of a node as well as the connettion
betweentwo nodes. Ware currently carryingout asurvey
about the information that should lobservable foreach
node (http://iihm.imag.fr/demos/UserStudy). The selection
of a node (doublelick) enables the user @mccesshe web

page (I/O reuse). We also studied the shape of the links; two

shapes are available: a triangled anarrow (representation
multiplicity and adaptability criteria). On the onéand,
triangle shapes visuallyinderline the nodesfrom which
severallinks initiate. On the othehand aclassicalarrow

shape emphasizes the nodes at wklerallinks end. The
two design solutions are relevant and their suitability
depends on the users' information needs and tasks.

=| Netscape - [ VITESSE
File Edit View Go Bookmarks Options Direclory Window Help
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Figure 5: A snapshot from the VITESSE system.
(The truncated spherical view is the current one.)

The 2D space is obtained bplacing the mostrelevant
retrieved page at the centndthen placing the othgrages
so that they form a spiral around the centeraddition, the
backgroundcolors of the polygons from blue tgray
accentuate the spiral effect. VITESSE allows six
representationalsystems of the space (representation
multiplicity and adaptability criteria)birdeye view, polar
and cartesianfisheyes. By using théirdeyeview and by
selecting the zoom option the ugeerceivesthe retrieved
pages in a 2Bpaceandcanzoom inandout of thespace.
All the otherrepresentationadystems distort thepace and
are based on the same following function d:
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4= 75

+R

In the above equations, denotesthe pixel distance to be
distortedwhile R and Z arethe distortion parameters. R
definesthe maximal value of the function.
figure, the function d ixompared tothe identity function

d(x) =

*
R*Z

R-x

(x=f(x)), with R having the value 300 pixels.

consequently definethe size of the resulting visualization.
For example in Figure 6 (b), Renotesthe radius of the

In thebove

Another approach consists of applying a planar
transformation on the X-axiand apolar transformation on
the Y-axis. We then obtain thepresentationasystem of
Figure 6 (c). Such a system has #uvantages athe two
previous ones (Figure 6 (a) and (b)) alddition we caralso
apply a planar transformation on the X-aaiel a reciprocal
polar transformation on the Y-axis. The resulting
representational system of Figurgdj has thedisadvantage
of loosing in precision asoncernghe focus of interaction
but provides a betteobservability of theneighborhood of

spherical view. Z defines the loop effect of the distortion. Inthe focus. The representationalystem is nevertheless

the above figure, Zequals 112 pixels. Thereciprocal

function d1 enables us to calculatine position of the
mouse when the uselirectly manipulates the information
space. Inaddition we usedhe function dl to define new

precise for only a part of the space around the focus.

Combined Representational Systems
The above elementary representatigyatems alldefine a

representational systems.

Elementary Representational Systems
Based onthe distorting function d, wedefined four

distortedfocus of interaction which is neverthelgscise.
Rule R3 isthereforenot verified. We consequently apply
Rule R4 inorder tocombine tworepresentationadystems.
Combined representationadystems are based on two

representational systems. All of theareglobal, distorting
and precise for one part tfe spaceandvague for the rest.
We can first apply a planar or polar transformationboth
the X andY-axes. Wethus obtain the twaepresentational
systems of Figure 6 (a) and (b). On the baadthe planar
transformation has the advantage of preservindities and
columns of the initialspace(it could beuseful if lines and
columnshave a meaning fothe users taskshnd on the
otherhandthe polar transformation is a spherical view of
the space: Such a spherical view inclines the user naturally

The function c is continue.
The function c is discontinue (value 0 or 1) a@nges

from 0 to 1 on theX-coordinate V ofthe intersection
point between d and d'. dnew is then defined as follows:

functions d and d' that we combine by usingharacteristic
function c defined on [0,1]: dnew(x)= c(x)d(x) + (1-c(x))d'(x)

In order to providehe spatial continuityadvocated byRule
R5, two solutions are possible:

to rotate this space because the shape is known.
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elementary
transformation  (b)
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representational

Polar

transformation (c) Planar transformation on the X-axis and
polar transformation on the Y-axis (d) Planar transformation
on the X-axis and reciprocal polar transformation on the Y-

axis.

dnew(x)= if (x<V) then d(x) else d'(x)
For example weconsiderthe functiondnew defined by
combining the previouslydefined function d with the
identity function:

dnew(x)= if (x<V) then Identity(x) else d(x)
Applying the function dnew, we obtain the truncated
spherical representationaystem of Figure 7 (a). Such a
representationakbystem satisfies Rule RYecause the
identity function isapplied inorder to rendethe focus of
interaction. Rule R4 is alswverified because weombine
two representationasystems, one being (partigbrecise)
and one (global, vague).

Interestingly, if we combine the function d with the identity
function on the other way around:

dnew'(x) = if (x<V) then d(x) else Identity(x)
we obtain the "hill" representational system of Figure 7 (b)
that opposes our rules but gsite easily understandable by
the user.
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Figure 7: Two  combined representational
systems. (a) truncated spherical system (b) "hill" system.

Representation Multiplicity in VITESSE

In VITESSE the user has thehoice of the six above
representationadystems. Todesignthe userinterface, we
appliedour rules. Inorder to make thechange easy (Rule
R1) we provide a permanent palette of icons on thesiedt
of the space.Each icon symbolically presents the
representationaystems (Figure 5). At any time theser
can freely switch from one representationalystem to
anotherone. In addition the current selectedsystem is
highlighted. The temporal continuigdvocated byRule R2
is developedising aprogressive morphing function while
changing from one representatiosgstem toanother one.
In addition we used esedundansonic modality to make the
change more perceivable. Figure 8 schematizes the
continuous change between two representational systems.

Representational
systems (RS) Redundang

A
SOniC RS—- —————
New selected R§-

Progressive
morphing
Initial RST
p Time
Figure 8: Progressive morphing  between two

representational systems and the use of a redundant sonic
modality.

Finally we providethe same navigational toofer all the
representationaystems inaccordancevith Rule R6. The
user :

» can directly move the space using the mouse,

e can use the scroll bars for a step-based motion,

Overall Architecture

As shown in Figure 9, the Functional Cadkdapter(FCA)
serves as a mediator betwettie Dialogue Controller and
the domain-specific concepts implemented in the Functional
Core (FC). It is designed to absorb #féects of changes in
its direct neighbors. The FCAoperates as a translator
betweenits two surrounding componentand makes the
Dialogue Controlleindependent othe selectedveb search
enginelocated inthe FC. This is arequirement of our
VITESSE system: to béndependent ofthe web search
engines. At the otheend ofthe spectrum, the Presentation
TechniqguesComponent (PTC) acts asnaediator between
the Dialogue Controllerand the Low Level Interaction
Component (LLIC).Because ofthe PTC, theDialogue
Controller isindependent ofthe underlyinghardware and
softwareplatform. Inparticulareachagent of theDialogue
Controller isindependent othe JAVA/AWT toolbox that
we used to develofhe userinterface.Finally the Dialogue
Controller isrefined interms of a PAC agentach PAC
agent is composed of three facets: a Presentatiodéfiags
its perceivablebehavior, an Abstraction thatefines the
competence of the ageand aControl that maintainginks
between the Presentation and Abstraction facets.
Interestingly eachrepresentationasystem is developed in
the Dialogue Controlleand is consequentlyndependent of
the search engine and the toolbox as well.

Dialogue Controller

We refine here the hierarchy of PAC agents of Diedogue

Controller. Weprovide aset of rules forderiving the

hierarchy ofagents in [24]. In thesoftware design of
VITESSE we apply two rules :

« RI1-PAC: Use an agent to maintain visgahsistency
between multiple views.

¢ R2-PAC: Use an agent to synthesize actidisgibuted
over multiple agents.

Each representationaystem provided by VITESSE is
developed byone PAC agentgalledthe "RS agent”. It is

 canuse the navigational buttons at the bottom of theconsequently easy tadd or remove a representational

space (Figure 5),
e can use the center button to return to riest relevant
retrieved page.

Software Design
Having explainedhow we design the userinterface of
VITESSE by applying our rules, we now focus software

architecture. We apply the PAC-Amodeus [20] model to the

design of the VITESSE system. As shown in Figure 9, th
PAC-Amodeus model advocates five componentsrafiges
the dialogue controller interms of PAC agents. This
refinement has manyadvantagesincluding an explicit
support forconcurrency. PAC-Amodeus igeared towards
satisfying the flexibility and adaptability software quality
criteria, thus allowing efficient management of
modifications. We do notlescribethe software architecture
in detailbut highlight the benefits of thmodel applied to
VITESSE and the links with the ergonomicriteria and
design rules.

[$)

system. The Abstraction part of the RS agent maintains the
space. Information is natuplicated andnly the positions

of the polygons are maintained in the Abstraction facet. The
Presentation facet manages the visualization on screen while
the Control facet contains the distortion function. In
addition wedeveloped aragent, called "Morphing agent"
which is a transient agent, dynamically creaded destroyed

by its parent agentcalled "RepresentationMultiplicity
agent". The Morphing agent has the responsibility for
providing temporal continuity while changing the
representationalsystem. Applying Rule R1-PAC, we
obtain thehierarchy ofFigure 10 (a). We then apply Rule
R2-PAC in order taadd anagentcalled "Navigationaltools
agent". The Presentatiofacet of the Navigationaltools
agent manages thHmuttonsdisplayed atthe bottom of the
information spaceEach action performed onthe buttons
must be sent to the RS agent. Applying Rule R2-PAC, we
defineone agentalled"Cement agent'and weobtain the
final hierarchy of Figure 10 (b).



Software Architecture and Ergonomic Criteria/Design Rules R2 "temporal continuity" iglelivered bythe model because
Based on this software architecture, we can condhiaiethe  of the existence of the "Morphing agent". dddition Rule

PAC-Amodeus model delivers the representation R6, "Reusability of the navigational tools" iagain

multiplicity criterion because of agent decomposition. Rule
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Netscape : networ

Network
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Infornlation
Query PTC:
HTML HTML HTML Toolbox
String Page Page interpreter AWT (Abstract
| = I Windowipg Toolkit)

Network

LLIC: ‘ ‘
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Alta Vista, Lycos...

Figure 9: The overall architecture of VITESSE applying the PAC-Amodeus model.
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Figure 10: Dialogue Controller: (a) First refinement step (b) Final refinement step.

delivered by the model because of agent decomposition: Thesability Testing
fact that there is one "Navigational tools" agent common toWe carriedout an experimental evaluation of VITESSE
all the representational systems guarantees this. based on various scenarios. The goal of the experiment was
to evaluate the usability of the representati@ystems and
The characteristics of eachepresentatiorsystem and the  the navigational tools provided by VITESSE. To do so our
corresponding desigrules (Rules R3, R4and R5) can be  scenarios includ¢he two navigational tasks of Figure 3:
assessed by checkirthe RS agents. Consequently the searching and browsing. We skipptee query specification
model does not carry these criteria and rilles supports its  phase in order to have a constant information space.
assessments by locatinghere the criteria should be
implemented. Finally RuleR1, "easy to change the We asked 17 participants (8 males and 9 femalgsgrform
representationalsystem" can be assessedvithin the the scenarios. All of thenwere non-computer scientists
Presentation facet of the Representabbuitiplicity agent.  between 20and 40yearsold. They all know how to use a
Again themodeldoesnot deliverthe rule but supports its computer and 76% of them use a computer itheir
assessment. professional activities. None of them know how to use a
search engine and surf on the web. Except for one,



participants were working in couples.Each couple of
participants knoweachother (typically twocolleagues at
work) and we askedhem to think aloud and to provide
explanations.

During a test session, wiimed the users actions, the
screen and recorded all the exchangedinformation and
explanationsbetweenthe two participants. At thend of

although the usergprefer the birdeye view at the
beginning, they then work with the distortingews
showing that theyareable todevelop acognitive map
of the space.

SUMMARY AND FUTURE DIRECTIONS
The goal of the workpresented herdas been to gain
understanding ohavigationaltechniquesand their design.

each session, we asked the two participants to comment dWe think that the ergonomicriteria and the design rules

the recorded session and explain the difficulties. Each
sessionlasted two hours, one hour for performing the
scenarios and one for commenting on the experiment.

Users' reactions were positive ovei@idthey all succeeded
in completing the scenarios. The use ofiultiple

representationaystems habeen observed. Anost, three

different representationasystemshave beerusedduring a
session. Globally,for each representationakystem the
percentage of usage is:

zoom or birdeye view: 61% (non distorting view)
spherical view: 20% (Figure 6b)

cartesian view: 9% (Figure 6a)

truncated spherical view: 6% (Figure 7a)
cylinder view: 2% (Figure 6c¢)

hill view: 2% (Figure 7b)

We identify four types of usage of themultiple
representational systems:

Exclusive usage of thieirdeyerepresentationaystem:
61% of the participantadoptedthis usage However,
guantitative analysis of theata highlights thatthis
usageimplies: moreelementary actions (zoom in and
out) and more time to complete the scenarios.

Most of the participantsexplained to usthat this
representational system is quite familiar and
consequently more understandable.

Combined use of thbirdeyesystem withanother one:
The birdeye system was firgsed toget a globaliew
andlocate anarea ofinterest. The users theshanged
the representational system arder toobtain aprecise
focus. Weobservedthat after time the usersdid not
come back tothe birdeye view, showing thatthey
developed acognitive map while using a distorting
representational system.

Exclusive usage of a distorting representati@yatem:
The spherical system and the truncated sphesittem
were more often used becausethe resulting
representation corresponds to a familiar shape.

Test/Retry usage: Some of the participants visited wel
pageswithout previously obtaining informatioabout
the pages. The corresponding polygaresenot in the
focus.

b

provide auseful framework forthe design of navigational
techniques in larganformation spaces, by helping the
designer to identifythe right questions. Imaddition we
identify hooks betweenthe userinterface desigrand the
software design: Wehow how our ergonomicriteria and
design rulexan be verified or aleast assessedavithin the
software design by applying our PAC-Amodeus
architecturalmodel. We illustrateeachstep of ourdesign
method, from the tasks analysis step to sbftware design
step using our VITESSE systeamd present results of an
ergonomic evaluation of VITESSE.

In one research avenue wwill further exploit output
multimodality to enhancethe navigational techniques.
Multiple representation systems are one case of
multimodality involving use of one output physiaigvice

(i.e., the screen). INVITESSE we alsoused a sonic

modality in aredundantway with graphicalanimation to
highlight the transition between two representational
systems. Wehave recently developed dynamic sonic
landmarks:Sonic landmarks varaccording tothe focus of
the user. To mark an element, developed doolglass [5]

that enables the user to seldxith the sonidandmark and
the location by performing one click . We naeed totest

its usability.

In anotherresearch avenue waill focus on collaborative
navigation in the same information space. WMave
developedcanother extension of VITESSEhat enables the
user to know what others think about a particular web page.
To do so we developed magic lens [5] that displays the
opinions of others to bsuperimposed oithe information
space. This is onease of asynchronous collaborative
navigation. We now plan to work on synchronous
navigation. If we are operating, based on the desjigice of
Figure 3, weneed toadd anew valuecalled"anotheruser"

on the "Structural responsibility" axis: In othsordsfor a
given task (querying or browsing) we ndwve three cases:
the user, the system oanother user responsible for
performing the task.
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