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Abstract. Systems combining the real and the virtual are becoming more and
more prevalent. The Augmented Reality (AR) paradigm illustrates this trend. In
comparison with traditional interactive systems, such AR systems involve real
entities and virtual ones. And the duality of the two types of entities involved in
the interaction has to be studied during the design. We therefore present the
ASUR notation: The ASUR description of a system adopts a task-centered
point of view and highlights the links between the real world and the virtual
world. Based on the characteristics of the ASUR components and relations,
predictive usability analysis can be performed by considering the ergonomic
property of consistency. We illustrate this analysis on the redesign of a com-
puter assisted surgical application, CASPER.

1. Introduction

Integrating virtual information and action in the real world of the user, is becoming a
crucial challenge for the designers of interactive systems. The Augmented Reality
(AR) paradigm illustrates this trend. The main goal of AR is to add computational
capabilities to real objects involved in the interaction. The Augmented Paper Strip
[15] is an example of such an attempt in the air traffic control domain: the goal is to
add computational capabilities to traditional paper strips. Another system called
KARMA [11] provides information to a user repairing a laser printer, by indicating
with 3D graphics which parts of the printer to act on, according to the defined mainte-
nance process. The Tangible Interface [14] constitutes another example of the combi-
nation of real and virtual entities: everyday life objects are used by the user to interact
with the computer. More examples of AR systems are presented in [2]. In [9], we have
already illustrated this wide area of interactive systems and highlighted an important
classification characteristic:
• some systems (Augmented Reality systems, AR), enhance interaction between the

user and his/her real environment, by providing additional computer capabilities
or data,

• while others (Augmented Virtuality systems, AV) make use of real objects to en-
hance the user's interaction with a computer.
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Since our application domain is Computer Assisted Surgery (interaction with the
real world, the patient, enhanced by the computer), we particularly focus on the char-
acterization and description of Augmented Reality systems. One of the main design
challenges of such Augmented Reality Systems (AR) is to merge real and virtual enti-
ties. Real environment and real entities are prerequisite for the design of such systems.
The composition of these two kinds of entities constitutes the originality of AR sys-
tems. In addition, information or action are defined by the AR system to facilitate or to
enrich the natural way the user would interact with the real environment. Conse-
quently, the main point of interest during the design should be the outputs of the sys-
tems, so that additional information and action are smoothly integrated with the real
environment of the user.

In this paper, we first briefly present our application domain: Computer Assisted
Surgery. Through the presentation of the taxonomy of the domain, we motivate our
approach that aims at studying the two types of entities (real and virtual ones) in-
volved in the output user interfaces of AR systems. We then present our notation
called ASUR. ASUR is based on the principles of the notation OP-a-S [9], which is
enriched by characteristics that describe the user's interaction. The ASUR notation
describes a system with a user's task-centered point of view and highlights the links
between the real world and the virtual world. Based on our descriptive notation, we
then show how predictive evaluation of the consistency ergonomic property can be
addressed. We illustrate our approach through the redesign of CASPER, a computer
assisted surgery system.

2. Motivation and Application Domain

There are many application domains of Augmented Reality, including construction,
architecture [20] and surgery [3], [6], [18]. Our application domain is Computer As-
sisted Surgery (CAS). The main objective of CAS systems is to help a surgeon in de-
fining and executing an optimal surgical strategy based on a variety of multi-modal
data inputs. The objectives aim at improving the quality of the interventions by mak-
ing them easier, more accurate, and more intimately linked to pre-operative simula-
tions where accurate objectives can be defined. In particular, one basic challenge is to
guide a surgical tool according to a pre-planned strategy: to do so robots and 3D lo-
calizers (mechanical arms or optical sensors) perform real time tracking of surgical
tools such as drills [6]. AR plays a central role in this domain because the key point of
CAS systems is to "augment" the physical world of the surgeon (the operating theater,
the patient, the tools etc.), by providing pre-operative information including the pre-
planned strategy. Information is transmitted between the real world and the computer
world using different devices: computer screen, mouse, pedal, tracking mechanism,
robot, etc.

Since 1985, our laboratory is working on designing, developing and evaluating
CAS systems. Through technological progress and a growing consciousness of the
possibilities of real clinical improvements using a computer [18], Augmented Reality
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systems are now entering many surgical specialties. Such systems can take on the most
varied forms [3]. Three classes of CAMI systems are identified in [19]:

• The passive systems allow the surgeon to compare the executed strategy with
the planned one.

• The active systems perform subtasks of the strategy with the help of an
autonomous robotic system.

• The semi-active or synergistic systems help the surgeon in performing the sur-
gical strategy but the surgeon is in charge of its execution. The system and the
surgeon are working in a synergistic way.

By comparison with the HCI domain, in which traditional design approaches aim at
keeping the user in the loop and at focusing on the task supported by the system, CAS
design methods are principally driven by technologies. Consequently, instead of as-
sessing the quality of a system in terms of the user's perspective and of the software
designer's perspective, CAS design methods are constrained and driven by technolo-
gies. External properties [1] [13], which establish "how usable a system is" and inter-
nal properties that describe the software quality, are replaced by clinical and technical
considerations [17]. In this context, our research aims at providing a notation for de-
signers to help them in reasoning about the merging of real and virtual entities.

More generally speaking, Augmented Reality systems design is often driven by the
latest technology. We place a greater emphasis on interaction between the user and the
system as well as the user and the real environment. To do so we propose a notation,
namely ASUR: ASUR description of a system is composed of:

• the entities that are involved in the interactive system,
• the relation between these different entities.
In addition, characteristics are identified to describe the entities and the relations

involved in the user's interaction with the system. Finally, ASUR provides a common
description notation of AR systems that enables their comparison and their classifica-
tion. The next paragraph presents this notation.

3. ASUR Interaction Description

In this paragraph, we first briefly present the principles of our ASUR notation. As
mentioned above, ASUR is based on the principles of our previously presented OP-a-
S notation [9]. ASUR extends OP-a-S by providing characteristics of components and
relations involved in the dual interaction of the user with the virtual part of the system
and with his/her real environment.

3.1. ASUR Principles Overview

The basic idea of ASUR is to describe an interactive system as a set of four kinds of
entities, called components. In [12], we have already presented some characteristics of
such entities, but the relations among them were not studied. When applying ASUR, a
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relation between two components describes an exchange of data. ASUR components
and relations are described in the two following paragraphs.

3.1.1. ASUR Components
The first component is the User (component U) of the system. Second, the different
parts used to save, retrieve and treat electronic data are referred to as the computer
System (component S). This includes CPU, hardware and software aspects, storing
devices, communication links. To take into consideration the use of real entities, we
denote each real entity implicated in the interaction as a component R, Real objects.
The 'Real object' component is refined into two kinds of components. The first com-
ponent Rtool is a Real object used during the interaction as a tool that the user needs in
order to perform her/his task. The second component Rtask represents a real object that
is the focus of the task, i.e. the Real object of the task. For example, in a writing task
with an electronic board like the MagicBoard [7], the white board as well as the real
pens constitute examples of components Rtool (real tool used to achieve the task),
while the words and graphics drawn by the user constitute the component Rtask (real
object of the task). Finally, to bridge the gap between the virtual entities (component
S) and the real world entities, composed of the user (component U) and of the real
objects relevant to the task (components Rtask and Rtool), we consider a last class of
components called Adapters (component A). Adapters for Input (Ain) convey data
from the real world to the virtual one (component S) while Adapters for Output
(Aout) transfer data from the component S to the real world (components U, Rtool and
Rtask). Screens, projectors and head-mounted displays are examples of output adapters,
while mice, keyboards and cameras may play the role of input adapters. The exchange
of data between ASUR components is described in the next paragraph.

3.1.2. ASUR Relations
A relation is symbolized in an ASUR diagram with a unidirectional oriented arrow. It
represents a set of data sent by a component to another one. For example, a relation
Aout→U, from a screen (component Aout) to a user (component U) symbolizes the fact
that data are perceivable by the user on the screen. Another relation U→Rtool, from a
user (component U) to a pen of the Magic Board (component Rtool) represents the fact
that the user handles the pen.

Having defined the ASUR components and relations, we now focus on the user and
her/his interaction with the computer system as well as with the real environment.

3.2. Focus on the User’s Interaction

Due to our definition of AR systems, the users' interaction has two facets: (1) interac-
tion between the user and the computerized part, and (2) interaction between the user
and the real environment. According to our ASUR notation, the first facet is repre-
sented by a relation from an output Adapter (Aout) to the User (U). Data from the
computerized part may only be perceived through an output Adapter. Interaction be-
tween the user and the real environment (facet 2) is represented by ASUR relations
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between the component U (the User) and the components Rtask (Real object of task) as
well as the components Rtool (Real tool).

Getting a clear understanding of the interaction between a user and an AR system
involves analysis of the following relations: Aout→U, Rtask↔U and Rtool↔U. In the
next two paragraphs, we characterize these components and relations.

3.2.1. Three Characteristics of an Adapter and a Real object
The first characteristic induced by the use of a real object or an adapter is the human
sense involved in perceiving data from such components. The most common used
ones are the haptic, visual and auditory senses. For example, in the Magic Board, the
visual human sense characterizes the white board, the user looking at the drawings and
written texts. The auditory sense may also be involved to perceive alarms indicating a
problem for example with the vision-based capturing process.

The second characteristic of an adapter or a real object, is the location where the
user has to focus with the required sense, in order to perceive the data provided by the
adapter or to perceive the real entity. The coupling of the characteristic human sense
with the location defines the perceptual environment of an adapter or a real object.

The last characteristic is the ability of the adapter or real object to simultaneously
share the carried data among several users. For example, displaying data on a head-
mounted display (HMD) restricts the perception to the user wearing the HMD. On the
other hand, projecting data onto a white board enables N users to perceive the data
simultaneously.

3.2.2. Two Characteristics of a Relation
An ASUR relation represents a flow of data. The interaction language used to ex-
press data carried by the relation is the first characteristic of a relation. The data trans-
ferred to the user may be expressed in an arbitrary manner [4]; e.g. the user needs to
learn the form or syntax of the data. On the other hand, the language may be non-
arbitrary; in this case, the data are expressed according to an already known conven-
tion. In the task of text selection on the Magic Board, the projector displays on the
white board a square that follows the user's finger motions and delimitates the area of
selection. The visualization of the selected area is thus non-arbitrary, since this is
widely used in computer applications.

The second characteristic of a relation denotes the importance, for the user's task,
of the data carried by the relation. Defined in [12] as the attention received, the
weight of a relation is a continuous axis ranging from none to high. We keep three
values: none, peripheral and high. During a writing task using the Magic Board, the
white board receives much attention, while the camera and projector receive none.
Weighting a relation enables the designer to identify the number of relevant data that
the user must perceive during a given task.

Based on our characteristics, the analysis of the ASUR relations and components
linked to the user (U) enables the designer to identify problems in the usability of a
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system. For example, too many relations heavy weighted and with adapters requiring
different locations, may lead to difficulties for the user to perceive all the data useful
for performing a task. In case of potential identified usability problems, it is important
to notice that the designer could only change the characteristics of the adapters and
their relations. Characteristics of the real entities (Rtask and Rtool) and their relations to
the user are prerequisites of the system. In the next paragraph, we show how predic-
tive analysis of the consistency ergonomic property can be addressed using our char-
acteristics of ASUR components and relations.

4. Predictive Analysis Based on ASUR

We base our predictive analysis process on the characteristics of ASUR components
and relations as well as on ergonomic properties. As mentioned above, in AR systems,
information or action are defined by the system to facilitate or to enrich the natural
way the user would interact with the real environment. Outputs of the systems conse-
quently constitute the focus of our analysis. Among the existing ergonomic properties,
two of them are closely related to outputs of interactive systems, namely observability
and honesty:
• Observability characterizes "the ability of the user to evaluate the internal state

of the system from its perceivable representation" [8] [13];
• Honesty characterizes "the ability of the system to ensure that the user will cor-

rectly interpret perceived information and that the perceived information is cor-
rect with regards to the internal state of the system" [13]

Additionally Norman's Theory of Action [16] models part of the users' mental ac-
tivities in terms of a perception step and of an interpretation step. The above two er-
gonomic properties are directly related to these two steps: Observability is related to
the users' perception while honesty supports users' interpretation.

Observability and honesty are traditionally analyzed in the case of representation of
one concept at a given time. Facing the formidable expansion of new technologies in
the medical domain for example, the surgeon will be exposed to more and more
sources of information: NMR data, Ultra Sound images, needle tracking data, etc.
Observability and honesty of multiple concepts at a given time, and of one concept
represented in multiple ways (representation multiplicity principle) must therefore be
considered and involve consideration of another crucial ergonomic property: consis-
tency across the variety of representations available at a given time. In the following
table, we refine consistency in terms of perceptual consistency (observability level)
and cognitive consistency (honesty level).

In terms of ASUR characteristics, perceptual consistency is ensured if every out-
put adapter and real object that convey data to the user have:
• their corresponding locations compatible: their locations must spatially intersect,
• their associate human senses compatible: the user must be able to sense the dif-

ferent information without losing some of it.



Lecture Notes in Computer Science      7

In other words, perceptual consistency is established if every data conveyed by
adapters and real objects, along heavily weighted relations, are simultaneously per-
ceivable and do not imply that the user changes her/his focus of attention.

Addressing a problem of perceptual inconsistency requires selecting output adapt-
ers having their corresponding locations and human senses compatible with each
other and with the ones associated with the real objects involved in the interaction.

Perception
(Observability)

Interpretation
(Honesty)

1 concept, n representations Four Types
N concepts, 1 representation each Of Consistency

Table 1: Four types of consistency.

At the cognitive level, consistency extends the notion of honesty. In terms of
ASUR, cognitive consistency is ensured if every relation from output Adapters (com-
ponents Aout) or Real objects (components Rtool and Rtask) to the User (component U)
are based on the same interaction language. (see definition in 3.2.2). For example,
data displayed by KARMA are based on a 3D graphical language (for example, arrows
explaining which tray to open) matching the view of the real printer. In this example
cognitive consistency is ensured because the view of the printer as well as the view of
the 3D graphics match each other. If KARMA was displaying textual explanations,
cognitive consistency would not be satisfied: indeed two languages are involved, a 3D
view of the printer and a textual language.

Addressing a problem of cognitive inconsistency requires changing the interaction
languages associated with the relations from the output adapters to the user.

During the design phase, if different solutions are designed, each solution envi-
sioned is described with the same notation, allowing thus a precise comparison of the
solutions in terms of consistency. The next paragraph illustrates our ASUR based
analysis of consistency for one of our computer assisted surgery applications,
CASPER. For more examples, we describe various AR systems using ASUR in [10].

5. ASUR Based Analysis: an Example

5.1. CASPER Application

5.1.1. Identity Card
CASPER (Computer ASsisted PERicardial puncture) is a system that we developed
for computer assistance in pericardial punctures. The clinical problem is to insert a
needle percutaneously in order to access the effusion with perfect control of the needle
position and trajectory. The danger involves puncturing anatomical structures such as
the liver or the heart itself. A detailed medical description of the system can be found
in [5]. After having acquired Ultra-Sound images and planned a safe linear trajectory
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to reach the effusion, guidance is achieved through the use of an optical localizer that
tracks the needle position. The left part of Figure 1 shows the application in use dur-
ing the intervention.

    
Pre-planned
trajectory

Needle
extremity

Needle
axis

Fig. 1: Our CASPER application in use (left), CASPER guidance information monitored (right).

5.1.2. ASUR Description of CASPER
During the surgery, the surgeon (U) handles and observes a surgical needle (Rtool):
U↔↔↔↔Rtool. The needle is tracked by an optical localizer (Ain): Rtool����Ain. Information
captured by the localizer is transmitted to the system (S): Ain����S. The system then
displays the current position and the pre-planned trajectory on a screen (Aout): S����Aout.
The surgeon (P) can therefore perceive the information: Aout����U. Finally, the object of
the task is the patient (Rtask), who is linked to the needle, and perceived by the surgeon
(P): Rtask����U. Figure 2 presents the ASUR description of CASPER.

Rtask: Patient
Rtool: Puncture needle
U : Surgeon
Ain : Localizer (cameras+diodes)
Aout : Screen
S : Computer System

Rtask

AoutAin

S

U

Rtool

Fig. 2: ASUR description of CASPER.

5.2. Analysis of Cognitive Consistency in CASPER

An ASUR based analysis of CASPER has lead us to identify inconsistency between
the perceived data from the needle and the ones displayed on screen. The arbitrary
representation based on three crosses displayed on screen does not match the ma-
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nipulation of the real needle. Since the puncture is a critical task that involves two
relations that both require high attention (Rtool→U and Aout→U), we deduce that cog-
nitive consistency is not established.

To overcome this problem, we have worked on the way the guidance information is
displayed. Instead of using the cross-based graphical representation, we have adopted
a cone representation to visualize the trajectory. This design solution has brought up
the problem of the point of view for displaying the 3D cone. Three points of view are
possible: the needle or the trajectory point of view (the representation of the trajectory
-respectively the needle - changes according to the position of the needle) or the user's
point of view (the representation depends on the position and orientation of the user's
gaze).

5.3. Analysis of Perceptual Consistency in CASPER

ASUR analysis of the output adapter (Aout) and real objects (Rtool and Rtask) involved
in the surgery lead us to identify inconsistency between the two locations associated
with the screen (Aout) and the needle in the operating field (Rtool and Rtask). While
using CASPER, the surgeon must always shift between looking at the screen and
looking at the patient and the needle.

To address this problem we have designed a new version of CASPER using another
output adapter: a see-through head-mounted display (HMD). For cognitive consis-
tency, we display the 3D representation of the trajectory from the user's point of view.

With the new version, the surgeon can see the operating field through the HMD as
well as the guidance data in the same location. Additionally, we have used a clipping
plane technique to perform a cut-away of a part of the trajectory representation, in
order to match the depth of the real and virtual fields of view. Figure 3 presents the
HMD we used and a view through the HMD under experimental conditions. We are
currently performing acceptance  tests with surgeons.

In order to assess the usability of the new version of CASPER, usability experi-
ments are in progress in collaboration with colleagues of the Experimental Psychology
laboratory. The goal of the experiment is to evaluate the usability of the new output
adapter as well as the representation of the trajectory. We carried out the experiment
with 12 participants. Each participant has to reproduce a predefined trajectory in the
context of 8 different settings. The settings are defined by the device used to display
the guidance information (screen or HMD), the representation of the guidance infor-
mation (cone or crosses) and the point of view on this information (trajectory point of
view or needle point of view). The first global outcome is an overall benefit resulting
from the use of the HMD as compared to using the screen.  This result is independent
of the representation of the guidance information as well as the point of view on the
information. Further analysis and results are awaited in the very near future, from data
being currently analyzed.
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Fig. 3: The Sony head-mounted display used to address the perceptual inconsistency (top) and
a view through the HMD merging real objects with a virtual conic trajectory (bottom).

6. Conclusion and Perspectives

In this paper, we have presented our ASUR notation and the characteristics of its
components and relations as a tool to support predictive analysis of the interaction
involved using AR systems. We showed that an ASUR description of a system could
support the analysis of the consistency ergonomic property. The specificity of ASUR
relies on the description of both real and virtual entities that are involved in perform-
ing a task in the real world. We illustrated our ASUR based analysis using CASPER, a
Computer Assisted Surgery (CAS) system.

Although the inconsistency problems identified in the first version of CASPER can
be detected without our ASUR analysis, we believe that ASUR provides a tool for
systematically studying such usability problems and predicting several usability issues.
In addition the simplicity of the ASUR description coupled with ergonomic properties
makes it a useful tool for designers of AR systems and in particular designers of CAS
systems who may not be familiar with ergonomic approaches.
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In a future work, we plan to study other AR systems involving more complex in-
formation processes. We would also like to extend the number of ergonomic proper-
ties expressed in terms of ASUR in order to be able to cover a wider area of usability
requirements.
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