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Abstract: Digital computation is a powerful source of functional support. However, it has been confined to the
augmentation of single objects only. In this article, we are interested in the combination of physicality with
computation in the context of multiple objects. We propose the notion of multi-surface interaction as a unifying
paradigm for reasoning about both emerging distributed UI’s and known interaction techniques such as GUIs,
tangible UIs, and manipulable UIs. Multi-surface interaction is expressed within an ontology that shows how our
concepts feed into the design of sound foundational software for the development of ubiquitous user interfaces.
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1 Introduction
Surfaces play a predominant role in our daily life. In
civil architecture, they structure the space into places
(Harrison et al, 1996) to support the accomplishment
of specific activities or to favor the emergence of
new ones. From the earlier ages, surfaces such as
frescoes and art paintings, have served as efficient
communication means. Similarly, public walls,
blackboards, desks and tables, the annotated page of a
book, or the back of an envelope, are crossroads for
human activities. In HCI, the display screen is still
the most familiar surface for interacting with
computation.

All of the surfaces in the world serve a purpose
based on their interactional properties: some surfaces
are wearable or fit in the hand while others are too
heavy to be moved around; some surfaces can be
folded, torn off, and thrown away, while others are
perennial. Some surfaces, such as a rain curtain, can
be traversed while others form a rigid boundary. In
short, physical surfaces are pervasive.

With the emergence of ubiquitous computing,
physical surfaces are augmented with computational
capabilities. The Mixed Reality trend exemplified by
the Digital Desk pioneering work is one such
approach (Wellner et al, 1993). Wireless connectivity
and miniaturization go one step further, offering new
opportunities for innovation: from
centralized display on a single surface, user interfaces
can now migrate freely and be distributed across
multiple surfaces. For example, proximal PDA’s

could provide a reconfigurable mosaic on which the
user interface can expand and shrink as required.

Because digital computation is a powerful means
for interpreting information, we are interested in
bringing together physical surfaces with digital
information. This leads us to the concept of
information surfaces. However, information surfaces
gain added utility when they can be manipulated.
Manipulation coupled with observation form the
essence of interaction. We call this “multi-surface
interaction”.

Figure 1:  Informal overview of multi-surface
interaction.

In this article, we propose an ontology that
shows how the concept of multi-surface interaction
can serve as a unifying framework for reasoning
about both emerging distributed UI’s and current
interaction techniques such as GUIs, tangible UIs,
and manipulable UIs. The article is structured as



follows. The ontology is outlined in the next
Section. Then the central concepts of multi-surface
interaction are presented in details: surfaces,
instruments, as well as the nature of their coupling
with computational content. In the last section, we
briefly analyze the implications of multi-surface
interaction for the development of new foundational
software tools.

2 Ontology: Overview
Figure 1 shows an informal overview of multi-
surface interaction. It is completed with the UML
formal description of Figure 2. Interaction resources
serve as mediators between an artificial actor (e.g., a
ubicomp system) and a natural actor (e.g., a user).
An interaction resource may serve as an instrument
and/or as a surface. As an instrument, an interaction
resource mediates the actions of an actor. As a
surface, the outmost boundary of a physical entity
serves as a recipient for making information
observable to an actor.

Figure 2:  UML description of the Multi-surface
Interaction ontology.

For example, in the GLOSS multi-surface
system shown in Figures 3 and 4, a laser pointer and
the “GLOSS clicker” are instruments to select raw
content displayed on two surfaces: a wall and a table.
The pucks of the Senseboard, on the other hand,
serve both as instruments and surfaces (Jacob et al,
2002). The Senseboard provides a tangible user
interface for manipulating and organizing pieces of
information as in spreadsheets.  Each puck is a small
magnetized plastic tag that denotes a piece of

information. It can be placed into grid cells to move
information. As such, it is an instrument. In
addition, a video-projector displays specific
information on the top of the puck: it serves as a
surface as well. As expressed in Figure 2 (using
Coad’s role pattern (Coad, 1992)), an interaction
resource may play multiple roles: that of a surface
and/or that of an instrument.

Figure 3:  The GLOSS system multi-surface setting.

As shown in Figure 1, actors have actuators to
modify the state of an interaction resource, and have
sensors to observe the state of interaction resources.
For example, actuators of the GLOSS system are
two beamers that project information on the wall and
the table surfaces. Its sensors are two video cameras
that observe and track light beams.

  

Figure 4:  On the left, the “GLOSS clicker“, a wireless
“home made” pointing instrument that includes a press
button and a LED mounted on top of a 2X4 cm foam box

wrapped with paper. A battery embedded in the box
provides power to the LED. On the right, a GLOSS

system actuator (video-beamer) and two camera sensors.

Actors draw upon information content to perform
computation. As shown in Figure 2, information
content, is built from many sources including raw
contents that can be observed from a surface.
Markings on a sheet of paper, whether digital or
physical, constitute the raw content of the sheet
surface.

Inspired from the Model Human Processor (Card,
1983), our representation of a human actor in terms
of “sensors-actuators-information content” is
simplistic but is sufficient to elicit two relations:
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“acts on” and “observes” which, as discussed next,
set the foundations for analyzing multi-surface
interaction.

3 Surfaces
The relations “acts on” and “observes” call for the
definition of two classes of surfaces: action surfaces
and observation surfaces. The adequacy of a surface
for action and/or for observation depends on its
attributes and properties. In turn, relationships
between multiple surfaces provide a way to analyze
the interaction space they form. These issues are
discussed next.  

3.1  Action and Observation Surfaces
An action surface is a subset of a physical surface on
which an actor can act directly with actuators and/or
indirectly with instruments. Similarly, an
observation surface is a subset of a physical surface
that an actor can observe with sensors (see Figure 2).

For example, the GLOSS table is a plastic
woodcut surface in which an off-the shelf white board
has been incrusted. As shown in Figure 4, a camera
and a projector look over the table. In this particular
setting, the camera is calibrated to observe the exact
surface of the white board. Therefore, the white board
is, for the GLOSS actor, an observation surface. The
video-projector displays information on the white
board within a circular area. The circular area is, for
the GLOSS actor, an action surface. For human
actors, on the other hand, the entire surface of the
table can be acted on and observed.  As another
example, the top surface of a Senseboard puck is an
action surface for the system and an observation
surface for the user.

The analysis of the spatial relationships between
action and observation surfaces may provide useful
insights for design. Typically, an empty intersection
between the action and the observation surfaces of a
human actor, predicts discontinuity (e.g., the user
can’t see what he is doing). In the GLOSS example,
the user’s action and observation surfaces include the
observation and action surfaces of the system. In
turn, the observation surface of the system includes
its action surface. This situation triggers a number of
design issues. For instance, will users be aware that
among the actions they perform outside the circular
area, some of them are observed while others are not,
given that, in both cases, GLOSS is unable to
provide feedback outside the circular area? Should
GLOSS and user’s observation and action surfaces be
redesigned so that they overlap as in Rekimoto’s
Pick-and-Drop setting (See Figure 5)? Alternatively,

do the physical attributes and properties of the
surfaces provide users with the “right” affordance?

3.2  Attributes of a Surface
Because multi-surface interaction is grounded on
physicality, we suggest the following (non-
exhaustive) list of attributes to characterize surfaces:
the geometrical shape (e.g., sphere, polygon, a
human face as in Hypermask where computer-
generated expressions are projected on a blank mask),
size and weight, material (e.g., wood, plastic, vapor,
water), color, texture (e.g., homogeneous and
smooth), and social use (public, private).

Attributes of a surface determine the modalities
that are necessary for observing and for acting:
Modalities for observation denote the sensors
involved in observing the content of a surface. For
human actors, these include sight, hearing, etc. For
the GLOSS actor, the modality for observation is
based on computer vision. Modalities for action
denote the classes of actions that are applicable to the
surface such as writing, folding, and moving.

  
Figure 5:  Pick-and-Drop examples used with the

permission of Rekimoto (Rekimoto, 1997). On the left,
the painter metaphor where the user’s and system’s

action and observation surfaces overlap. On the right,
coupling between two surfaces based on proximity.

Attributes are characteristics of an entity. They
determine the properties of this entity.

3.3  Properties of a Surface
A property is the capability of an entity to fulfill a
particular function. In HCI, properties provide a
useful structure for design. As for attributes, our list
of properties is incomplete but can be easily
extended. For the purpose of this article, the list is
intended to show how the ontology feeds into the
design process, and from there, into the design of
sound foundational software for the development of
ubiquitous user interfaces.

The solidity/fluidity/nebulosity of a surface is
inferred from the material it is made of. Liquid or
vapor, it is ephemeral but it can be traversed. For
example, a rain curtain (Koleva et al, 2000) on
which images are projected, serves as a passage
between virtual and real worlds.



The rigidity/flexibility of a surface expresses its
capacity to change its shape and size. Most
interactive surfaces are rigid: iRoom (Johanson et al,
2002), i-LAND (Streitz et al, 2001), Rekimoto’s and
Bérard’s augmented surfaces (Rekimoto et al, 1999;
Bérard, 1999) to name a few. On the other hand, the
electronic paper, from Xerox and MIT, as well as the
electronic fibers developed in
(   http://www.fibercomputing.net   ; Deflin et al, 2002)
open the way to foldable surfaces. Illuminating Clay,
which allows the user to shape a surface made of
clay, is another promising approach to non-rigid
interactive surfaces (Piper et al, 2002).

The opacity/transparency of a surface is widely
exploited in civil architecture. A transparent surface
enriches itself with environmental information. It
favors openness while forming a boundary. Clear-
Board is an early example of transparent surfaces
applied to computer-mediated communication (Ishii
et al, 1992). Windowpanes augmented with piezo-
electric transducers allow pedestrians to interact with
the shop by tapping.

Mobility coupled with lightness and smallness
opens the way to new usage. A lightweight small
size surface like a PDA can be carried in the hand. If
so, it may also serve as a pointing instrument as in
Pick-and-Drop (Cf. Figure 5) and manipulative UIs
(Harrison et al, 1998).

Writa-bility/erasibility denotes the capacity of a
surface to be modified with “write actions” and its
capacity to be erased. A public wall is writable but
tagging a wall is socially incorrect: it cannot be
erased in a simple way. On the other hand, light and
sound shows, public-animated walls based on
tracking human movements (Maynes-Aminzade et al,
2002) are appropriate since they use digital ink, an
erasable material.

Heterogeneity may enforce partitioning of a
surface into areas for actions and areas for
observation. For example, the whiteboard area of the
GLOSS table affords scribbling, the wooden-look
plastic area suggests piling up private paper
documents, and the central bright circular area serves
as the primary focus for interaction with the system.
However, these hypotheses about the affordance of
surface heterogeneity, need to be verified.

 Refraction and reflexion of a surface have a direct
impact on its observability. In particular, shiny
surfaces are nightmare for computer vision based
sensors. Reachability denotes whether the surface is
physically accessible directly: too high, a surface
may not be used for action or may require a dedicated
instrument (e.g., a ladder or a laser pointer).

So far, we have analyzed a surface as a single
entity. We need now to address the composition of
multiple surfaces.

3.4  Relationships between Surfaces
By composing surfaces in space, we build geometric
configurations that can be described with a topology.
In turn, a topology sets the foundation for analyzing
two properties of the spatial relationships between
surfaces: coupling and compatibility.

3.4.1  Topology between surfaces
The purpose of a topology is to describe the location
and orientation of entities in a reference coordinate
system. Here, the entities of interest are those of our
ontology, i.e., the actors, actuators, sensors,
instruments, observation and action surfaces involved
in a particular interactive situation.

The user’s position in a multi-surface space
matters. For example, the GLOSS circular area can
be rotated on user’s request by clicking on the white
border of the circle. Alternatively, this articulatory
task could migrate to the system if GLOSS were
able to maintain the location of the user with regard
to the table.

Similarly, the relative positions of surfaces
matter. For example, in Built-IT (Rauterberg et al,
1998) and Rekimoto’s augmented surfaces, objects
are represented as 3D graphics interactors on laptops,
whereas 2D rendering is used for objects placed on a
horizontal surface. In these examples, the orientation
of the rendering surfaces relative to the user (e.g.,
“horizontal” and “vertical”) determines the nature of
the output modalities.

In the Pick-and-Drop example of Figure 5, the
user brings a PDA close to an electronic wall-board.
In this configuration, the user can pick any
information from the PDA and drop it on the board
at the location denoted by the PDA position. This
capacity to detect proximity provides one way to
control surface coupling.

3.4.2  Coupling
Coupling between surfaces denote their mutual
dependency. Two surfaces are coupled when a change
of state of one surface has an impact on the state of
the other. The Pick-and-Drop presented above is one
such example.  Another example is the need for the
maintenance of spatial constraints between surfaces.

In modern classrooms, blackboards are comprised
of several panes that can be moved up and down as
needed. Teachers frequently project prepared slides on
the boards. They augment the slides
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opportunistically by writing on the board with ink-
pens. When they scroll the board, the ink
inscriptions are scrolled but the projected slide is not.
In this setting, the system, which has no sensing
capacity, is unable to adjust its action surface to that
of the user. The everywhere display projector is one
option to solve our problem (Pinhanez et al, 2001).

3.4.3  Compatibility
Compatibility between surfaces expresses the
possibility to use them conjointly, by
complementarity, redundancy, equivalence, and
assignation.

The painter metaphor illustrated in Figure 5, is
an example of multi-surface interaction based on
complementarity: tools palettes are displayed on the
PDA, the PDA is held in the non dominant hand, the
user holds a stylus in the dominant hand, and like the
painter artist picks the appropriate tool on the palette
with the stylus, then draws on the canvas supported
by the wall-size electronic screen. In this example,
the complementarity between the PDA and the
electronic board is grounded on the differences
between their size and weight attributes.
Complementarity between surfaces may also rely on
the similitude of their attributes to define new
functions. The Data Tiles are a good example of this
where the topology of the tiles defines the semantics
of the composition (Rekimoto et al, 2001).

   
Figure 6:  Coupling instruments within the Magic Table

(left). On the right, direct coupling of human actuator
with content in the Magic Board (Bérard, 1999;

Crowley et al, 2000)
Surfaces are composed in a redundant way when

they are used simultaneously to accomplish the same
task. For example, connecting a Smart Board to the
video output of a PC allows users to duplicate the
user interface on both the electronic board and the
display screen of the PC.

Surfaces are functionally equivalent when they
can be used alternatively to accomplish a given set of
tasks. For example, it is increasingly popular to
access web services through a workstation, a PDA,
or a cellular phone. In general, the user interface is
adapted to the display surfaces to satisfy plasticity

requirements (Thevenin et al, 1999; Calvary et al,
2001), but at the functional level, they support the
same set of tasks.

Surface assignment means that each surface of
the configuration plays a particular role. For
example, in a meeting, personal information editing
is assigned to PDA’s whereas collaborative editing of
a document is assigned to the public electronic board.

4 Instruments
Currently, keyboards and mice are the standard user’s
instruments. With graspable user interfaces, any
object that holds in the hand can serve as an
instrument. Fitzmaurice’s bricks (Fitzmaurice et al,
1995), phicons (Ishii et al, 1997), and the Xerox
pan-tilt-zoom PDA (Harrison et al, 1998), are
examples of this approach.

As shown by our ontology, a system actor can
act on instruments as well, for example orienting a
video-projector mounted on an articulated arm to
track a physical entity. The Actuated Workbench
uses magnetic forces to move magnetic pucks across
a table surface (Pangaro et al, 2002). In this
example, pucks serve as instruments for both the
user and the system.

4.1  Attributes and properties of
instruments

As for surfaces, attributes of an instrument are
grounded on physicality: shape, size, weight,
material, social use (private, sharable, etc.). From
these attributes, one infers its modalities for
observation (e.g., touch, sight) as well as its
modalities for action (e.g., physical/digital ink
scribbling, pointing, moving, reshaping,
illuminating). Properties of an instrument are
measured against the functions expected from the
instrument. For example, precision and stability  are
relevant properties for pointing instruments.
Scribbling is concerned with manipulability.

4.2  Relations between instruments
As for surfaces, instruments belong to the topology
mentioned earlier, and their relationships can be
analysed according to their level of coupling and
compatibility.  

Figure 6 shows how instruments, plastic colored
tokens, are coupled within the Magic Table. Two
tokens are coupled by bringing them into contact.
When coupled, the user can select physical/digital
markings by forming a rectangle with the two
tokens, one in each hand. Selected physical markings
are digitised. Then, selected markings can be



simultaneously resized and rotated using the tokens.
Coupling ends when one of the tokens is hidden with
the hand.

So far, we have discussed intra-relations,
essentially relations between surfaces, and relations
between instruments. We need now to consider how
instruments and surfaces are coupled with content.

5 Coupling with Content
Spatio-temporal coupling and generality/specificity
of coupling are concerned with associating
interaction resources to information content.

5.1  Spatio-temporal Coupling with
Content

Spatio-temporal coupling between entities defines
how these entities are associated in time and space.
To illustrate the discussion, let us consider the
coupling of instruments and actuators to content
(whether it be raw content or informational).

Fitzmaurice’s observed that in conventional
GUIs, the coupling of instruments to logical
functions (i.e, information content) is "time-
multiplexed": there is only one such instrument
attached at a time. As a result, instruments are
repeatedly coupled and decoupled to content. With
Graspable UIs, the coupling can be "space-
multiplexed": different instruments can be attached to
different content, each independently (but possibly
simultaneously) accessible to the user.

As indicated by our ontology, actuators, such as
fingers, can be coupled directly to content without
any intermediate instrument. For example, in the
Magic Board shown in Figure 6, content is
manipulated directly with fingers.

As a generalization of Fitzmaurice’s work, we
suggest to consider the numbers of actuators,
sensors, instruments, and surfaces that can be
simultaneously coupled to information content.
These numbers can be used as a metric to characterize
the system capabilities in relation to human
performance and needs. For example, the Magic
Table, which is able to track more than 4 tokens at a
time, makes possible multi-user interaction. Similar
remark holds for Smartskin (Rekimoto, 2002).

5.2  Genericity/Specifity of Coupling
with Content

An interaction resource is generic if it can be coupled
to any type of content. The mouse, Fitzmaurice’s
bricks, The Magic Table tokens, and the GLOSS
clicker are generic instruments. The GLOSS table
and wall are generic surfaces.

Alternatively, an interaction resource is specific
when it is dedicated to a particular class of content.
Phicons, and more specifically the MIT Dome
developed for the Metadesk are specific instruments
(Ullmer et al, 1997). In HyperMask, masks which
have the shape of a human face, are specific surfaces
(   http://web.media.mit.edu/~pinhanez/   ).

Specificity works by analogy with real world
entities. As demonstrated by early work on physical
programming (and many others), specificity
facilitates understanding and exploration
(Montemayor et al, 2002). On the other hand, they
are not reusable. They can’t satisfy the scale factor
when the number of information types increases.
Therefore, the right mix of generic/specific
interaction resources needs to be identified in relation
to information space and finality of the system.

So far, we have used our ontology as a
classification space for reasoning about current and
future user interfaces. In the following section, we
analyze the use of the ontology to devise new
software requirements for multi-surface interaction.  

6 Software Requirements
Windowing systems and toolkit, which set the
foundations for the development of user interfaces,
primarily address the implementation of user
interfaces confined to a single PC, with limited
models for display surfaces and input devices.

For example, windows are modelled as
rectangular drawables whose borders are constrained
to be parallel to that of the display. This model is
based on the (wrong) assumption (for ubiquitous
computing) that users keep facing a vertical screen
and use a single pointing device at a time. Current
windowing systems and toolkits are screen centric
and have no knowledge of where they are in the
world. Although connected to a network, computers
sit side by side in front of users, each one forming an
independent static set of interaction resources.

MID (Hourcade et al, 1999), which supports the
connection of multiple mice to control a single
screen surface, as well as Pebbles (Myers et al,
1998), which supports the use of PDA’s as control
instruments for a large screen display, are significant
improvement over conventional toolkits. However,
they do not address clusters of computational units
(e.g., multiple computers of various kinds). BEACH
(Tandler et al, 2001), a software infrastructure for
smart rooms, supports an homogeneous  cluster of
PC’s. It provides the programmer with a single
logical output display mapped onto multiple
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physical screen displays. It does not support the
dynamic connection of instruments nor does it
support an explicit topology between users and
interaction resources.

Topology is a difficult problem. The Aura
project proposes an interesting hybrid approach to
this problem, but it has not been applied to the fine
grained location of interaction resources (Jiang et al,
2002). The architecture under development for
iRoom (Johanson et al, 2002), EasyLiving (Brumitt
et al, 2001), as well as our own work on an
Interaction-Abstract Machine (Coutaz et al, 2002),
are attempts to address both topology and the
dynamic discovery of interaction and computational
resources. However all of them are under
development.

7 Conclusion
The emergence of ubiquitous computing calls for the
definition of new conceptual frameworks for
reasoning from both the user and the system
perspectives. Our notion of multi-surface interaction
is an attempt in this direction. In the article, we have
illustrated the unifying power of our notion with
examples drawn from graphics. However, multi-
surface interaction extends to sonic rendering as well.
Any surface such as a door can render sound when
augmented with a soundbug (   http://www.soundbug-   
us.com    )

Our ontology for multi-surface interaction makes
explicit the following important concepts: the dual
view, surface-instrument, that any interaction
resource may support; the distinction between action
surfaces and observation surfaces; the symmetrical
role between natural and artificial actors, both of
them being characterised by actuators, sensors and
information content; the spatio-temporal coupling
with content; and the dynamic configuration of
interaction resources and actors within a topology.

Topology along with a unifying software
infrastructure that manages dynamic heterogeneous
clusters of interaction resources, actuators and
sensors, are the next software challenge to be
addressed.
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