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ABSTRACT
Modern User Interfaces (UI) must deal with the increasing complexity of applications in terms of functionality as well as new properties as plasticity. The plasticity of a UI denotes its capacity of adaptation to the context of use preserving its quality. The efforts in plasticity have focused on the (meta) modeling of the UI, but the quality remains uncovered. We suggest a method for improving the quality of the UIs by providing explanations about the design of the UI itself: this is, by the use of the Self-Explanation. Self-Explanatory User Interfaces (SEUI) makes reference to the capacity of a UI to supply the end-user with all the information on the rational of the UI, about its constitution (for example, what is the purpose of this button?), its current state (why is the menu disabled?) as well as its evolution (how can I enable this feature?).

This thesis investigates the SEUI by Model Driven Engineering (MDE), where models are kept at run-time allowing the necessary techniques that maintain this link between design and execution.
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PROBLEM DESCRIPTION AND MOTIVATION
Most of the software is too hard to use. Modern applications such as Microsoft Word have many automatic features and hidden dependencies that are frequently helpful but can be mysterious to both novice and expert users [15]. Users may require assistance while interacting with a User Interface (UI). Ideally, the UI must guide the user in accomplishing a task the application was designed for. The user can request help about functionality, features, or any information about the process of the task that is being performed. The UI must be able to provide the correct answer giving the necessary information to the user in an appropriate format. This can take place at any time in the whole interaction process between both the user and the UI. However, modern applications cover only a few questions the user may have, or provide a general help instead of a clear and concise answer to a given question. Furthermore, help is created ad-hoc, this is, it has been previously generated and it’s not able to cover new questions at run-time because they were not considered by the designers. UI design problems are not covered at all because the designers are not aware of them.

The design of a UI remains a very difficult and complex task. The know-how of the designers, this is, the collection of decisions and choices the designers take at the design time, is only used to produced the final UI. However, even if this know-how seems to be a powerful source of knowledge to explain some of the features of the UI, it is not explicitly represented in the final UI.

A UI is normally designed for a particular kind of users that will find the UI easy and comfortable to use. Users out of this group, i.e., users who had not been considered in the design process of the UI, can express difficulties while interacting with it. Moreover, the UI must deal with users having different levels of expertise. Even many long-time users never master common procedures [6] and in other cases, users must work hard to figure out each feature or screen [6]. This variety of users implies different contexts of use. Context of use refers to a set of observables that characterize the conditions in which a particular system is running. It covers three information spaces: the user model, the platform model, and the physical and social environment model [18]. This diversity of contexts of use is another well-known problem for plastic UIs [5]. In Human-Computer Interaction (HCI), plasticity refers to the ability of UIs to withstand variations of contexts of use while preserving usability. The adaptation of the UI has been addressed using many different approaches over the years, including Machine Learning [8], Model-Driven Engineering (MDE) [17], and Component-oriented services [16]. Regardless of the approach, the tendency has been to focus on functional aspects of adaptation, while neglecting the usability dimension.
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Because plastic UIs adapt themselves dynamically to the whole context of use and not only to a specific group of users, help systems must be, from now on, able to adapt themselves dynamically to these different contexts of use as plastic UIs do. Developers can't afford to consider all the different contexts of use one by one coding all possible ad-hoc solutions by hand. This complicates the prediction of the result and the final quality, making difficult the decisions and choices at the design time. As a result, dynamic solutions are required also for help systems. These help systems must now be aware of the context of use as well as other factors like the task the user is accomplishing or the structure and the presentation of the UI.

Imperfections in the design of the UI must also be consid-
ered because the designers cannot cover at the design time all the different aspects that are involved at the run-time. Designers can also have different levels of expertise and again, the great variety of contexts of use don’t allow to assure a good level of quality for each different case. Automatic generated UIs by MBUIDEs nor final UIs produced by MDE have not enough quality, forcing designers to manually tweak the generated UI code [2].

All these problems while designing UIs have also repercussions on the perceived quality from the user’s point of view. End-users can have a comprehension of the UI different from the designers, so new questions about the elements of the UI or interactions while performing tasks can appear at any moment at run-time. Thus, it becomes necessary to make users understand the UIs.

AIMS AND GOALS
This work is focused on an ongoing research about Self-
Explanatory User Interfaces (SEUI) by Model-Driven En-
gineering (MDE). Self-explanation makes reference to the capacity of a UI to provide the end-user with information about the rationale of the UI (which is the purpose of the UI), its design rationale (why is the UI structured into this set of workspaces?, what’s the purpose of this button?), its current state (why is the menu disabled?) as well as the evolution of the state (how can I enable this feature?).

In figure 1 a message is displayed by request when the user asks information about the window. SEUIs aim to generate these answers dynamically taking into account the current context of use in which the interaction between the end-user and the UI is taking place.

To accomplish this research we study how SEUIs can be built by MDE. The MDE approach allows us to separate the different concerns of the UI in several levels of abstraction. The Cameleon Reference Framework [4] illustrates this process. Some models as for instance the task model have part of the design knowledge explicitly represented, and they can contribute also to guide and help the user.

At the end we hope to develop a method to automatically generate dynamic help systems that are aware of the context of use, the current task the user is performing, the structure of the UI and its representation to the user. An editor will be developed to build SEUIs.

This goal has different impacts on the user and the designer as explained in the following sections.

End-User’s point of view
One of the ways to explore SE-UI involves the task model and its rationale. A task model describes the user’s task in terms of objectives and procedures. Procedures recursively decompose tasks into subtasks until one or more elementary tasks are reached, i.e., tasks which would be decomposable into physical actions only ("press the button"). A task model is well-defined then by the following terms:

Nodes Containing abstract tasks
Leaves Special nodes containing elementary tasks
Branches Expressing logical and temporal relations between tasks, subtasks and elementary tasks

The explicit information contained into the branches can help and guide the end-user answering questions related to different aspects of the UI. For instance, regarding the rationale of the UI questions like which is the purpose of the UI? can be successfully answered; also, questions as why is the UI structured into this set of workspaces? or what is the purpose of this button? can be explained understanding the relations of the design rationale. The current state of the UI and consequently the state of the application, can trigger a different kind of questions to the end-user as for instance why is the menu disabled?, as well as questions related to the overall progress of a task or questions about the evolution of the current state of the application as for example how can I enable this feature? Answers for all of them can be obtained exploring tasks and subtasks (nodes), elementary tasks (leaves) and relations between them (branches) in the task model.

This thesis will study also how different views of the model, in form of extra-UIs, can help the end-user to understand the UI. A extra-UI [19] is a UI which represents and gives the control of a UI through a model. These views can improve the end-user’s comprehension as they are relevant for the explanation of the UI. Extra-UIs provide a new degree of control over the (meta-)models of the UI; both designer and
end-user can see and understand how tasks are decomposed and represented in a specific UI. In other words, how the UI is interfacing the interaction between the application and the own user. Designers can express this interaction in the form of relations between tasks and elements of the final UI with the method explained in the next section.

**Designer’s point of view**

This work will explore a method to provide designers with a technique to add Self-Explanation to UIs specifying how end-user’s tasks are directly related to the final UI level. The method consists in four steps:

1. Specify the final UI of the model-compliant application that it will be extended with SE functionality.
2. Define the task model of the application.
3. Specify the relations between both the task model and the final UI.
4. A new final SE-UI will be generated from these relations, adding SE functionality in real-time.

To support this method we will supply designers with an editor in which tasks models and final UIs can coexist at the same time into the same workspace inside the editor. The designer will draw direct connections between elements of the task model and elements of the final UI, linking for instance, widgets with subtasks, as we can see in figure 2. Here, the task called Specify identity is visually connected to a group of widgets, containing two labels and two input fields. Then, the elementary task Specify first name which is also a sub-task, is connected to a new subgroup of two widgets, one label and one input field.

The main advantage for designers is that from now on, there is no need of a deeply comprehension of all the model-to-model and model-to-code transformations between all the four levels of MDE approach. A visual representation gives direct information about these relations because connections are explicitly represented in a visual render.

**RELATED WORK**

Two major areas are involved in our Self-Explanation approach, MDE and UI quality.

**MDE**

The Cameleon Reference Framework [4] presented a MDE-compliant approach for developing UIs consisting of four different levels of abstraction: Task Model, Abstract User Interface, Concrete User Interface and Final User Interface. These levels correspond, in terms of MDE, to Computing-Independent Model (CIM), Platform-Independent Model (PIM), Platform-Specific Model (PSM) and the code level respectively. In the Model-Driven Development (MDD) many transformation engines for UI development have been created. Several researches have addressed the mapping problem for supporting MDD of UIs: Teresa [14], ATL [11], oAW [11] and UsiXML [20] among others. A comparative analysis can be found in [10]. Semantic Networks have been also covered for UIs [9]. The Meta-UI concept was first-ly proposed in [7] and deeply explored later in many other works. In [19], the concept of Mega-UI is studied introducing Extra-UIs, allowing a new degree of control by the use of views over the (meta-)models.

**UIs Quality**

Help systems have been extensively studied. One of the most relevant works is the Crystal application framework [15]. Crystal provides an architecture and interaction techniques that allow programmers to create applications that let the user ask a wide variety of questions about why things did and did not happen, and how to use the related features of the application without using natural language [15]. Even if this approach does not cover the capacity of adaptation to different contexts of use, it represents an important improvement in quality for the end-user in terms of achieved value. Quality can be improved regarding not only the achieved value, but also from the perspectives of software features and interaction experiences [12]. The integration of Usability Evaluation Methods (UEM) [13] into a MDA process has been proved to be feasible in [1]. A set of ergonomic criteria for the evaluation of Human-Computer Interaction (HCI) can be found in [3].

**WORK IN PROGRESS**

First, the state of the art is still being covered. Second, we are studying the models of the UsiXML project in which this research is founded. Third, a prototype of the editor is being developed in order to show the concept in figure 2 with real UIs and study how to improve the explained method. However, this prototype does not support models at the moment and the designer must create the associated graphs by hand. Models will be integrated in the future. Finally, we are also exploring cognitive and knowledge engineering domains in order to let the user ask about the UI and how to deal with the possible answers.
CONCLUSION
This research takes a significant step forward in the development of high-quality UIs. It explores MDE of UIs to provide Self-Explanation at run-time, analyzing the four levels of the MDE-compliant approach for developing UIs and the different models presented into the UsiXML specification and their relations. An editor is being developed to support designers at the design time. Complementary views of the UI are explored in order to exploit these models, explaining the UI itself and giving to the user a new dimension of control by these views. This opens the work on End-User programming.
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