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ABSTRACT
Virtual and Augmented Reality Environments have long been seen
as having strong potential for educational applications. However,
research showing actual evidences of their benefits is sparse. In-
deed, some recent studies point to unnoticeable benefits, or even a
detrimental effect due to an increase of cognitive demand for the
students when using these environments. In this work, we question if
a clear benefit of AR and VR can be robustly measured for a specific
education-related task: learning a 3D object.

We ran a controlled study in which we compared three interaction
techniques. Two techniques are VR- and AR-based; they offer a High
Fidelity (HF) virtual reproduction of observing and manipulating
physical objects. The third technique is based on a multi-touch tablet
and was used as a baseline. We selected a task of 3D object learning
as one potentially benefitting from the HF reproduction of object
manipulation. The experiment results indicate that VR and AR HF
techniques can have a substantial benefit for education as the object
was recognized more than 27% faster when learnt using the HF
techniques than when using the tablet.

CCS CONCEPTS
• Human-centered computing → User studies; Mixed / augmented
reality; Virtual reality.
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User study, Spatial augmented reality, Virtual reality, Head mounted
display, Mental rotation, Learning task.
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1 INTRODUCTION
Technological advances have made Virtual Reality and Augmented
Reality environments easier to create and to deploy. As a conse-
quence, VR and AR are becoming widespread. In the fields of learn-
ing and education, these virtual environments have long been seen
as having great potential by offering a richer interaction with the
learned notions than videos or interactive applications on desktop
and tablet computers. This enhanced experience should translate into
higher learning outcome.

However, while AR and VR environment seem to increase stu-
dents’ motivation and interest, empirical evidences of better learning
outcome are difficult to find in the literature. Recent results point
to unnoticeable benefits [26], or even a detrimental effect [24, 27].
This could be explained by an increase of extraneous cognitive load
induced by the virtual environments. Theories of learning point to
the intrinsic vs. extraneous cognitive load in knowledge acquisi-
tion [33]. Any learning task has an intrinsic cognitive load that does
not depend on the medium used to learn. In contrast, the extraneous
cognitive load induced by navigating VR or AR environments may
be superior than that induced by using desktop applications.

Still, AR and VR environments both offer stereo and head cou-
pling that have been shown to offer improved depth perception. This
could translate to better learning when depth perception is critical to
the learning task. In addition, active exploration from students was
shown to be beneficial to visual recognition tasks [16] in spite of the
higher extraneous cognitive load compared to a more guided obser-
vation (such as videos or static images). Furthermore, the extraneous
cognitive load of AR and VR environments might be lowered if the
virtual objects are manipulated with an isomorphic control: users’
control on the input device is directly transferred on the virtual ob-
ject; which allows for intuitive and efficient control of rotations [17].

In this study, we aimed at observing a measurable benefit on the
learning outcome of AR and VR environments with isomorphic
control. We qualify these environments has “high fidelity” (HF) 3D
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interaction in the sense that the visual perception and the control of
the viewpoint and the objects is very similar to that in the physical
world, in contrast to more traditional learning environments on desk-
top or tablet computers. The experimental task is the learning of a
3D object; which refers to the cognitive process of creating a mental
representation of the morphology of an initially unknown object.
This mental representation can then be used to recognize the object’s
morphology in a scene, regardless of its orientation. We chose this
learning task as one that may benefit from the improved depth per-
ception offered by HF 3D interaction, and as one that is related to
actual learning tasks: students in anatomy need to learn 3D objects
such as bones and organs. This is also the case for other students in
science, technology, engineering, and mathematics (STEM).

We evaluate 3 interaction techniques. As the status quo, we use
a tablet that allows active exploration of a 3D object with multi-
touch interaction and a simple perspective rendering of the object.
We compare this technique with two HF techniques that offer iso-
morphic control of the object and head-coupled stereo rendering.
The techniques are a VR technique using an opaque HMD, and an
innovative AR technique named Handheld Perspective Corrected
Display (HPCD) introduced by Stavness et al. in 2010 [32]. The
HPCD technique was recently shown as the most efficient and intu-
itive technique for 6D manipulation (rotations + translations) [23].
Both the VR and HPCD interaction techniques use a 30cm diam-
eter sphere as a prop to manipulate the virtual objects. The study
allows testing our main hypothesis: both HMD and HPCD should
outperform the tablet in a 3D object-learning task. The more realis-
tic rendering and more intuitive manipulation provided by the HF
techniques should ease the construction of a mental representation
of the object by reducing the information overload. This hypothesis
was first expressed, but not tested, by Lee et al. [22].

Our main contribution is to bring strong empirical evidence of
the benefit of HF 3D interaction on the learning outcome of a task
of 3D object learning.

2 RELATED WORK
2.1 VR does not generally improve the learning

outcome
In a recent study on the effect of immersive Virtual Reality on a
biochemistry science lab simulation, Makranskya et al. mention that
“Virtual reality is predicted to create a paradigm shift in education
and training, but there is little empirical evidence of its educational
value” [24]. Indeed, in their study comparing a desktop PC simula-
tion vs. a VR simulation using a head-mounted display, they found
that students reported being more present in the VR condition; but
they learned less, and had significantly higher cognitive load based
on the EEG measure. These results are in line with an earlier study
from Parong et al.; which compared the instructional effectiveness of
immersive virtual reality (VR) versus a desktop slideshow as media
for teaching a biology lesson about how the human body works [27].
The results showed that students who viewed the slideshow per-
formed significantly better on the posttest than the VR group. In
both studies, the researchers used VR to immerse the students in
a virtual environment related to the learned notions: biochemistry,
circulatory system and parts of cells. The learned notions were not
specifically related to the improved 3D perception offered by the VR

interaction. The benefit of VR and AR HF 3D interaction may be
found on notions that are more directly related to 3D perception.

2.2 Learning 3D objects
2.2.1 Constructing a mental representation of a 3D object. One
of the key requirements for medical and STEM students is to be
able to identify organs or mechanical parts; which are inherently
3D; from static 2D viewpoints (x-ray scans or line art drawings, for
example). Learning to identify these objects usually relies heavily on
the Mental Rotation (MR) abilities of the students. MR abilities have
been shown to improve learning of various knowledge, including
functional anatomy, spatial geometry, chemistry, surgery, architec-
ture and engineering design [18, 36]. A common requirement of
these domains is to be able to represent and manipulate 3D objects
mentally. Guillot et al. [15] suggested that the score at MR tests
such as the Vandenberg Mental Rotation Test (VMRT) [35] predict
success in anatomy learning. It was observed that some students fail
their exams because of low MR and more generally of low spatial
abilities [29, 36]. As MR vary considerably among people, students
with low MR abilities suffer from inequalities in STEM courses.

Guillot et al. [15] identified that MR plays a major role in the
construction and memorization of the mental representation of a
3D object, especially when only static projective views are used
(like pictures in a technical book). They suggest that using more
faithful representations of the object like animated videos, physical
models or 3D virtual data, may lower the impact of MR abilities
when learning a 3D object.

2.2.2 Exploiting the benefits of VR interaction. High fidelity 3D
interactive systems offer the possibility for the learner to interact
with a more faithful representation of the learned object. Schnabel
et al. [30] explored how immersive environments affect the way
people create a mental model of a spatial volume. They tested an im-
mersive stereoscopic virtual environment using an HMD alongside
a non-immersive desktop environment displaying 2D representa-
tions. They found that participants using VR devices had a better
understanding of the 3D volume and of its components than partic-
ipants using 2D representations. Lee and Wong [21] investigated
the impact of a VR learning environment to teach frog anatomy, in
comparison with a classic PowerPoint lesson. Students with poor
MR abilities greatly learned from the instinctive and implicative
VR environment. The authors state that mentally recreating a 3D
object from 2D representations produce extraneous cognitive load
that may overload students’ working memory, especially for those
who struggled to perform mental spatial transformation tasks. Ye et
al. observed similar behaviours when comparing VR environments
vs. static representations in an assembly planning task [37]. Jan et
al. compared active vs. passive exploration in a VR setup [19] and
found similar results as Berney et al. [5]: students with low MR
abilities greatly benefited from the active exploration; which was not
the case with student having high MR abilities.

2.2.3 AR studies so far. VR devices shut users from their sur-
rounding; which can be detrimental in a teaching context. This moti-
vates the use of Augmented Reality setups that can offer high fidelity
representations while staying connected to the physical surroundings.
Moreover, hand-eye coordination is better in AR than in VR; which
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is is likely to improve object manipulation performances [20, 23].
Few studies to date have managed to show a benefit of AR in a teach-
ing environment. Implementing a robust and convincing AR system
(e.g. accurate, high resolution, high frame rate, and low latency)
is still a challenge compared to VR setups; which could explain
this lack of material. In 2011, Chen et al. tested the use of tangible
models and AR models in an engineering graphics course [8]. While
students enthusiastically welcomed the use of AR models, Chen et
al. only observed a thin improvement in students’ ability to map 3D
objects to 2D images. The use of a tangible model, on the other hand,
increased significantly their performances. However, the AR setup
did not allow all rotations of the model, and the authors reported that
it was sometimes used inappropriately. The use of a more natural
AR device, i.e. offering a control over the virtual model closer to
how we manipulate physical objects [4], may have resulted in per-
formances more in line with those of the tangible model. Shin et al.
studied how an observer perceives a complex 3D object in an AR
scene when changing viewpoints either from observer movement
or from object rotation [31]. They showed that moving around the
object was more efficient to perceive it than rotating the object itself,
highlighting the benefits of head coupling to interact with 3D scenes.

2.3 Use of VR and AR to learn to recognize 3D
objects

If the benefits of 3D representations and active exploration have been
demonstrated in a 3D object learning context, there is still no formal
evidence of the impact of the level of realism of a 3D interaction on
object recognition. In addition, we are not aware of any study that
included a comparison of an AR and a VR condition in this learning
context.

Studying high fidelity VR and AR technologies is an interesting
lead to learn 3D objects efficiently by exploring them as naturally
as possible. In addition, practicing manipulations with 3D objects
could be an intuitive and easy method to train MR, as it requires the
user to actively explore and rotate the objects. Indeed, the frame-
work of grounded cognition [1] suggests future reactivations of the
sensorimotor experience of the object, helping to create embodied
MR strategies that could generalize to similar objects. This way,
exploiting recent high fidelity VR and AR systems in courses could
enhance both students’ mental rotation and applied learning.

3 USER STUDY DESIGN
3.1 Overview
We designed a user study to observe how three interaction techniques
affected the learning of a generic 3D object: the techniques include
two high fidelity VR and AR interactions, and a low fidelity multi-
touch tablet. We used a single object so as to limit participants’

Figure 1: The sphinx (left) and the three distractors (right).

experiment duration (around 45 minutes) and cognitive demand. We
call the learned object “the sphinx” (c.f. Figure 1, left).

Each participant was trained using one of the three interaction
techniques. We chose this between-subject design to prevent any
transfer of knowledge between sessions. Participants were repeat-
edly presented with objects viewed from various initial viewpoints.
Objects were either the sphinx or an object with a slightly different
shape. Participant could rotate the objects with their assigned inter-
action technique and observe them from many viewpoints. They had
to identify whether the objects were the sphinx or not.

We measured the recognition of the sphinx in recognition ses-
sions: participants were presented with a series of the same objects
used in the training and viewed from various fixed viewpoints on a
simple perspective tablet. For every presented object, participants
had to decide whether the presented object was the sphinx or not.

Finally, a major design choice was to spread participants’ exper-
imental sessions over two successive days in order to favor some
stabilization of the learning process and especially, the integration
of the sensorimotor experience to visual representations.

3.2 The sphinx and the distractors
Many objects from everyday life can easily be recognized from many
viewpoints thanks to strong visual cues like color, size or texture
patterns. Hence, memories of all possible viewpoints or mental
rotations are not necessary to recognize them. As we focused on
the influence of the interaction on the learning process, we used
an unknown object that does not have such cues, such as a bone
viewed on x-ray images. We created the sphinx as an abstract object
that does not look like any real-life object to avoid any potential
bias induced by participants’ previous experiences. The sphinx is
asymmetrical so that it has a different appearance when seen from
different viewpoints. We created 3 similar objects to be used as
distractors from symmetries and partial rotations of the sphinx. The
distractors are illustrated alongside the sphinx on Figure 1 (right).

The sphinx has to be distinguished from the distractors either
after rotations from an initial viewpoint during the training sessions
or from a fixed viewpoint during the recognition sessions. For the
initial and fixed viewpoints, we used 32 rotations from a reference
orientation defined from 8 rotation axes: (1,0,0), (0,1,0), (0,0,1),
(1,1,1) and their opposites, and from 4 rotation angles (40°, 80°,
120° and 160°).

3.3 Protocol details and rationales
Figure 2 presents the all experiment timeline. Every step of the
protocol is detailed here after:

Tests

Tutorials

Recogni�on

Training

day 1: day 2:
stereopsis

VMRT

foot valida�on
interac�on prac�ce

end

1
2
3
4
5

VMRT

foot valida�on

start

end

1
2
3
4
5

Ques�onnaire

Figure 2: The experiment timeline per day.
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Figure 3: Experimental setup showing the tablet (A) and the spherical device (B) for all training groups and during recognition (reco).

3.3.1 Pre- and Post- Tests. As two of the tested interaction tech-
niques used stereo rendering, we screened participants to insure
that they had good stereoscopic vision using the Stereo Optical
RANDDOT stereopsis test.

With a between subjects design, the performance difference be-
tween groups could be partly explained by a difference in the initial
performance in “3D object recognition” of the groups. As there
is no standard test for this ability, we chose to balance the groups
according to their MR abilities using the VMRT [35]. Previous
work suggests that MR abilities should play an essential part in
both learning and recognizing 3D objects [15, 25]. In addition, by
asking participant to perform a second VMRT at the end of the ex-
periment, we could assess how the 3 interaction techniques affected
participant’s MR abilities.

3.3.2 Interaction tutorials. Participants must tell if a shown object
is the sphinx or not. To provide this answer, we asked participants
to tap their right foot on the floor for the sphinx, or to tap their left
foot otherwise. We chose this validation technique in order to avoid
any disturbance in the working area that demanded the constant
use of the two hands and a constant visual focus. In pilot tests, we
also found it faster and more robust than a vocal validation. At the
beginning of each day, participants went through a quick tutorial of
about 1 minute to get used to this foot validation technique.

In addition, at the beginning of the first day, they familiarized
with the interaction technique that they were assigned to in another
1-minute tutorial: they practiced the interaction with 3D letters (i.e.
objects unrelated to the sphinx).

3.3.3 Training to learn the sphinx. On each day, participants
executed 5 training sessions of 3 minutes. In each, they performed
as many training trials as possible during the 3 minutes. A training
trial began by a target object being displayed in one of the 32 initial
orientations. The target object was either the sphinx or a distractor.
Participants rotated the target object freely until they could answer
with the foot validation technique. They immediately got a feedback
that let them know if they answered correctly, and the next trial
began. This repeated until the end of the session. The number of
trials performed in a training session depended on the pace of the
participants: the faster they answered, the greatest the number of
answers in the session.

In the first training session, only one distractor was used: the target
object was either the sphinx or this distractor. The tablet displayed
help in the form of the distractor on the left and the sphinx on
the right, both in their reference orientation. This help is illustrated
in various conditions on Figure 3. Participants had to rotate the
target object in its reference orientation and this was enforced by

the system: they could not provide an answer before reaching this
orientation. The first training session was designed to let participants
discover the sphinx and to offer a first simple identification strategy,
i.e. orienting the target object to get a familiar viewpoint where the
sphinx was well known and could be easily recognized.

During the second training session, the help only showed the
sphinx in its reference orientation. All 3 distractors were used, and
participants could answer at any time. This session was included
because we found in pilot studies that hiding the sphinx while
introducing new distractors was too confusing.

In the last 3 training sessions, no help was provided: participants
had to rely only on their memory to tell if the test object was the
sphinx. The total number of training sessions was limited to 5 in
order to maintain the duration of the experiment below 45 min. per
day.

3.3.4 Recognition. Participants’ recognition of the sphinx was
measured during 3 minutes long recognition sessions. All partic-
ipants regardless of their group executed recognition sessions in
the same low fidelity modality. In a recognition trial, an object was
displayed in one of the 32 orientations on the tablet. As soon as par-
ticipants decided if the object was the sphinx or not, they answered
with the foot validation technique, there was no feedback on the
correctness of the answer, and a new recognition trial was started.

In addition to the recognition sessions at the end of each day,
participants performed a recognition session at the beginning of day
2. This session allowed us to isolate the effect of a night of sleep on
the knowledge they acquired the day before.

3.3.5 Questionnaire. We collected participants’ subjective ratings
with a brief questionnaire designed to provide first insights on users’
acceptance of the various techniques. They rated 5 sentences on a
scale from 1 (“I totally disagree”) to 5 (“I totally agree”). The sen-
tences were: “The experiment gave me pain in the eyes, headaches,
or nausea.” (mental pain), “I felt some muscular fatigue” (motor
fatigue), “This experiment was fun” (fun), “I could manipulate the
objects instinctively” (ease of learning) and “I could manipulate the
objects precisely” (precision).

3.4 Interaction techniques
3.4.1 HMD condition. Participants wore an opaque HMD and got
immersed in a virtual scene imitating the experimental room, as
illustrated on Figure 3, left. The table, the tablet and the sphere
were tracked and reproduced at their actual position in the virtual
scene. This way, participants could grab and orient the virtual sphere
instinctively by manipulating the real sphere. To improve contrast,
we used a black background for the tablet and the sphere in the
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virtual scene. The sphinx or a distractor was displayed at the center
of the virtual sphere, as if rigidly attached to it. Rotation of the
object was thus isomorphic to the rotation of the physical sphere.
This high fidelity condition offered Head-Coupled Stereoscopy and
Isomorphic Control (HCSI).

3.4.2 HPCD condition. Introduced by Stavness et al. [32], Hand-
held Perspective Corrected Displays (HPCDs) are volumetric dis-
plays that can be held and manipulated. The images displayed at
the surface of the device are computed to create the illusion that
the 3D scene is inside the device. Recent improvements include
wireless operation, a lightweight device, and stereoscopic render-
ing [2]. Participants were holding the same sphere as in the HMD
condition, but the sphere was used as an HPCD: it provided both
input and graphical output as illustrated on Figure 3, 2nd from left.
As with the HMD, this is a high fidelity condition that offers HCSI.
The inclusion of HPCD was motivated by recent results that found
HPCD superior than HMD for control [23].

3.4.3 TABLET condition. In this condition, all graphical feedbacks
were displayed on the tablet. In pilot studies, we let participant use
the tablet as they wanted, but a very large majority grabbed the tablet
with their non-dominant hand and interacted with the dominant hand,
i.e. they didn’t leave the tablet on the table. This should not come as
a surprise as it is coherent with Guiard’s kinematic chain model [14].
In the experiment, we chose to enforce this dual handed use for
uniformity concerns. The controllable object was rendered in the
middle of the screen as illustrated on Figure 3, 3rd from left. Single
finger interaction controlled the rotation of the object around the
x- and y-axis of the screen, while two-finger interaction controlled
the rotation in the tablet’s plan. To be coherent with current tablets,
stereoscopy and head coupling were not used. This low fidelity
(simple perspective) condition is representative of systems that are
widely available in learning institutions.

3.4.4 Secondary information. In all the conditions, the tablet was
used to display secondary information during the trials (remaining
time, success indicator, and the help when available), as illustrated
on Figure 3. The 3D objects of the help where rendered using stereo
and head coupling for the two HF conditions.

3.4.5 Recognition interaction. The objects were displayed on the
center of the tablet without stereo or head coupling, as illustrated on
Figure 3, right. Rotation interaction was disabled: HMD and HPCD
participants left the sphere on the side, and removed the HMD or
the shutter glasses; TABLET participants put the tablet back on the
table. The remaining time was displayed above the objects.

3.5 Technical Setup
As system performances can be an important factor in human per-
formances, we equalized as much as possible the performance of
the system for the 3 interaction techniques. All participants’ actions
were sensed by the same optical tracking system (Optitrack with 10
Prime 13 camera at 240 Hz). The optical system offered high track-
ing performances in term of precision and stability. In particular, we
measured the tracking jitters at 0.022mm of standard error; which
was imperceptible. All the conditions were implemented in the same

custom-developed C++ software running on an Intel Xeon 3.7Ghz
computer with an NVidia GeForce GTX 1080 graphic card.

Images were created by the same projector for the HPCD and
TABLET conditions (Barco F-50, 2560x1600@120 Hz pixels). Lights
were turned off to maximize the contrast of the projection. The tablet
was simulated by a 60 cm×40 cm wooden board painted in white.
Markers were attached to the board for tracking purpose. In the HMD
condition, images were created by an HTC Vive (2160x1200@90 Hz
pixels with a 110° field of view) and tracking was insured by the
optical tracking system, i.e. we did not use the HMD’s tracking.

We used the same tracking in all conditions, and the same pro-
jector in the HPCD and TABLET conditions. This contributed to
the internal validity of the experiment. In addition, it avoided a pre-
dictable drop of performances in the TABLET condition induced
by device latency and jitter [34]. Our tablet had the same 27ms
latency as the HPCD; which was notably lower than current com-
mercial tablets (around 80ms). The 0.022mm jitter from the tracker
was clearly low enough as users’ precision with a finger on a touch
surface has been measured at 0.17 mm [3]. We estimated the pixel
density at around 90 dpi in HPCD and TABLET, which is signifi-
cantly lower than the one offered on current commercial tablets. We
considered that this would not be a factor in our experiment due to
the use of large objects.

Foot tapping was measured by attaching optical markers on both
shoes of the participants. Touch interaction in the TABLET condition
was implemented by attaching markers on participants’ index and
middle finger nails.

In the HMD and HPCD conditions, we used an expanded polysty-
rene sphere of 30 cm of diameter. Markers were attached for tracking
purpose. In the HPCD condition, participant wore shutter glasses
with attached markers. This provided for both active stereoscopy (at
60 Hz per eye) and head coupling.

4 METHODOLOGY
We welcomed 30 participants (12 women, 8 left handed, mean age
27.1 [18, 40]). After passing the VRMT, they were assigned to one
of the 3 interaction technique groups. On the course of the 2 days
they trained for 10 sessions of 3 minutes each (2(days) * 5(sessions)
* 3(minutes) = 30 minutes of training) and executed 3 recognition
sessions of 3 minutes. Our main focus was on the recognition trials
that were designed to evaluate the effect of the interaction technique
on the learning of the sphinx.

4.1 Measurements
Participant performance in each training and recognition session was
characterized with different measurements that allowed the analysis
of the speed-accuracy trade-off at different levels:

(1) The answer time, computed as the duration between the
appearance of a target object and the tap of one of the feet,
averaged over the session.

(2) The success rate, computed as the number of good answers
divided by the total number of trials in the session.

(3) The score computed as follow: one point was attributed for
every correct answer and one point was lost for every wrong
answer in a session. This original score was used to highlight
the speed/accuracy trade-off as participants who answered
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slowly but with a good error rate had similar scores to those
who answered more quickly but with a poorer error rate.

(4) The amount of rotation (for training sessions only), com-
puted as the amount of rotation applied by participants to the
target object during a trial.

Finally, we analyzed the difference in VMRT scores between the
pre-test and the post-test to study the effect of the object learning on
the MR ability.

4.2 Factors and hypothesis
The data were analyzed in relation with our main hypothesis and by
testing the effects of the following factors on the measurements:

• The interaction technique, with 3 levels: TABLET, HMD,
HPCD (between subjects factor);

• The recognition session ID, with 3 levels: day 1 end, day 2
start, and day 2 end (within-subjects factor).

We were expecting the recognition performances to follow the
order: HPCD > HMD > TABLET; which would be observed on the
scores, answer time and/or success rate. We were also expecting
that the learning of the 3D object would have positive effect on the
VMRT scores (the VMRT score improves between the pre and post
tests). According to Cherdieu et al. [9], the effect of the technique
may be clearer on day 2 than day 1, in particular for the recognition.

4.3 Statistics
We performed the analysis on the scores and success rates using 2 or
3 way mixed ANOVAs and pairwise t-tests with Holm correction.

For the analysis of answer time, we used a linear mixed model
because of the wide differences in variability between the interaction
techniques; which made the ANOVA unsuitable. With the linear
mixed model (lme method from R package nlme) we could take
into account variances disparity. The model takes the interaction
technique and the session ID as fixed factor and the participants
as random factor. We computed pairwise analysis from this model
with multiple comparisons of means using Tukey contrasts (with
glht method from R package multcomp, that includes correction for
multiple comparisons). Finally, we produced correlation scores using
Spearman’s rank correlation coefficients to analyze the correlation
between the answer time and the quantity of rotation performed
during the training tasks. We also used Spearman’s rank correlation
coefficients to evaluate the correlation between the pre-VMRT scores
and the scores obtained during the recognition sessions, in order to
evaluate the relevance of VMRT as our balancing task.

5 RESULTS
5.1 Recognition
The Figure 4 reports the participants’ success rate in recognition
sessions, as well as the mean time they spent to answer to recognition
trials. Results are grouped with respect to the interaction technique
used during the training.

5.1.1 Success rate. We observed an effect of the session ID on
the success rate (F(2, 54) = 25.2, p = 1.8e-08). The success rate
improved during the experiment. However, there was no significant
effect of the group (F(2, 27) = 0.04, p = 0.96), nor any interaction
between the group and the session ID (F(4, 54) = 1.51, p = 0.21).

●●HMD HPCD TABLET

●

●

●

●

●

●

             end

day 2    start

day 1    end

25 50 75 100
success rate (%)

●

●

●

●

●

●

             end

day 2    start

day 1    end
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Figure 4: Success rate (top) and mean answer time (bottom)
during the three recognition sessions with 95% confidence in-
tervals, per groups.

Hence, all groups improved their success rate during the experiment,
at a similar pace and reaching similar rates. The success rate was
greater than 80% after the first day, and greater than 90% at the
end of the experiment. We thus focus the recognition performance
analysis on the answer time.

5.1.2 Answer time. Figure 4, bottom, reveals notable differences
in answering time between the groups, especially during the second
day of the experiment. It also reveals significant improvements of
answering time during the sessions in all groups. Differences dur-
ing the first day were not statistically significant. We ran a linear
mixed model on day 2 data only. It confirmed the global effect of
the technique on the answer time (p = 0.013). The interaction tech-
nique*session ID was removed from the model as its contribution
was not significant (p = 0.64). Pairwise tests confirmed a significant
difference between HMD and TABLET (p = 0.007). The difference
between HPCD and TABLET was found to be close to significant (p
= 0.064). The difference between HMD and HPCD was not found
significant (p = 0.23). At the end of the second day, the average
answering time with TABLET was 34% and 27% slower than with
HMD and HPCD, respectively. We noticed on Figure 4, bottom, the
very wide confidence intervals of the average mean answer times
for TABLET when compared with the other groups. We present a
possible explanation in the Discussion section.

5.1.3 Correlation between training and recognition. As expected
in training experiments, participants’ scores increased over the 8
training sessions with free manipulation (global effect of session:
F(7, 189) = 146.5, p < 2e-16). This progression followed a similar
scheme for all the techniques, with no clear technique x session ID
interaction: F(14, 189) = 1.19, p = 0.283.

We computed the correlation between the average score during
the training and the score in the post-training recognition session,
for each participant and each day. We found a Spearman correlation
coefficient of 0.78. This indicates a positive effect of the training to
learn the sphinx.

5.2 Mental rotation abilities
Figure 5 shows the mean VMRT scores for each condition in pre-
and post- tests. As VRMT was our group-balancing test, it is no
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Figure 5: Mean scores of pre-VMRT and post-VMRT, and the
difference between them, per group, with 95% confidence inter-
vals.

surprise that the pre- test averages are all very similar. However,
we did not find any significant effect of the group on the variation
between pre- and post- tests (F(2, 27) = 1.267, p = 0.298).

Table 1 shows the Spearman correlation coefficient between
participants’ VMRT pre-test and participants’ average recognition
scores on the second day, grouped by interaction technique and
all techniques combined. The general correlation coefficient (0.63,
p=2e-04) indicates a positive correlation between the VMRT test
and the recognition scores. We also observe that the correlation is
stronger for TABLET than for the two other techniques.

5.3 Amount of rotation
During the training sessions with free manipulation (sessions 2 to 5
of each day), we measured a drop in correlation between the amount
of rotation performed during a trial and the answering time from
day 1 to day 2: we computed Spearman correlation coefficients of
0.71 for day 1 and 0.56 for day 2. These results indicate that the
more participants proceeded through the experiment, the less they
needed to rotate the target object to identify it. Toward the end of
the experiment, more time may have been invested in the mental
rotation of the object than in physical manipulations, suggesting an
internalization of the task [10].

5.4 Subjective results
Subjective ratings are illustrated on Figure 6. HMD was the only
interaction technique reported to generate some mental pain. This
reflects a well-known limitation of HMDs that makes some users
feel nauseous, due to the distorted vision and motion sickness. The
spherical input appears to be a little more tiring to use than the
tablet (the overall HMD+HPCD average rating was 2.4 (±1.57)
vs. 1.6 (±0.97) for TABLET). Participants of all groups found the
experiment fun; which was encouraging for student acceptance in
real-world contexts. They expressed that the device was accurate
enough to execute the tasks; which is consistent with the overall high
success rates (c.f. Figure 4, top). Both HMD and HPCD were found
very instinctive to use, but some participants reported difficulties
to rotate the objects exactly how they wanted using the tablet. To

HMD HPCD TABLET All
score - VMRT

correlation 0.59 0.50 0.78 0.63

p-value 0.074 0.14 0.008 2e-04
Table 1: Spearman correlation coefficient (and corresponding p-
value) between participants’ pre-VMRT results and their recog-
nition score of day 2; separated per groups or all united.
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Figure 6: Subjective ratings per groups, with 95% confidence
intervals.

investigate this difficulty, we processed the recorded logs of the
training sessions with dictated manipulation (first training session of
each day). The amount of non-optimal movements was 2.16× higher
when using the tablet than when using the sphere (i.e. movements
that do not turn the target object toward its reference orientation).

6 DISCUSSION
Our user study was designed to assess the effect of high fidelity
3D interaction in a 3D object learning task and on improving MR
abilities. In the following, HF (High Fidelity) refers to both HMD
and HPCD. Our results suggest that learning a 3D object with a HF
interaction hastens its identification from different viewpoints when
compared to learning the same object with a tablet interaction. This
advantage was observed only when re-testing after a night of sleep.

MR abilities were more related to recognition performances in
TABLET than in the HF conditions, suggesting that HF 3D interac-
tion could reduce students’ inequalities for learning.

We will now discuss the results in relation with our hypothesis,
methodological aspects and new perspectives.

6.1 (HMD, HPCD) > TABLET
In the recognition sessions of day 2, the answering time was faster in
the HF conditions than with TABLET. The measured performance
improvement was quite large (more than 27%).

Two observations indicate that this result is robust. Firstly the
average success rate with TABLET was lower than with HMD and
HPCD on the last recognition session, i.e. when the improvement
of answering time with the HF techniques was the largest. Secondly
the display technique used to measure the recognition performances
was arguably much similar to TABLET than to the HF techniques.
In particular, HF participants learned the sphinx from head-coupled
stereo renderings, but were asked to recognize it from simple per-
spective renderings such as the ones used in TABLET training. HF
performances were thus superior to TABLET in spite of this experi-
mental bias favoring the TABLET condition.

Furthermore, this indicates that any kind of mental representation
of the sphinx that HF participants were able to build was robust to
a change of appearance. This is an encouraging sign that HF inter-
actions are worth being tested in ecological situation, e.g. training
medical students on high fidelity virtual renderings of the organs.
It is worth mentioning that the current availabilities of the two HF
techniques that we tested are very dissimilar. HF VR is achievable
today with a modest budget and plenty of readily available software
such as Unity. Creating a similar level of fidelity in AR required
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a much larger budget and an important ad-hoc development effort.
However, the current status of HF VR and AR will certainly evolve.
For instance by reducing the mental pain and isolation from sur-
roundings associated with VR’s opaque HMDs, or by reducing the
cost of HF HPCDs using OLED displays and inertial tracking. In any
cases, our study focused on the fundamental usability of the various
approaches that we tested. It indicates that it is worth pursuing both
AR and VR approaches in a context of 3D object learning, as they
bring a sizable benefit compared to the lower fidelity interaction.

6.2 Object Learning and MR abilities
6.2.1 Learning with low mental rotation abilities. Recognition
scores of TABLET participants are highly correlated to their MR
abilities as measured by the VRMT pre-test; resulting in a high vari-
ability of TABLET recognition scores. The correlation coefficients
of the two other groups, however, suggest that HF training efficiency
is less dependent on users’ MR abilities. This could explain the
differences in variability observed in Figure 4, bottom. It may also
reveal different mental strategies in 3D object recognition according
to the device used during learning, in agreement with embodied or
grounded cognition theories [1, 11]. In particular, we hypothesized
that the high fidelity reproduction of a physical object, offered by HF
techniques, helps to create mental representation of the object, even
for individuals with low MR abilities, by involving more “natural”
sensorimotor support. Hence, using high fidelity 3D could facilitate
object learning for people with poor MR abilities, and thus contribute
to the reduction of an inequality in scientific courses.

6.2.2 VMRT as balancing task for between subjects designs
in 3D object learning. As a between subjects design was required
due to our test-retest protocol, we had to ensure that groups were
balanced in regards to their ability to recognize 3D objects. We do
not know of any test that predicts performances on such a complete
cognitive task, hence using the VMRT was our best effort.

The correlations observed between the VMRT scores and recog-
nition scores when all the training conditions are grouped together
(c.f. Table 1, last column) indicate that mental rotation was indeed
involved in recognition and that VMRT was a relevant measure to
balance groups on 3D objects recognition. Other abilities might
yet be involved, especially with HF, which could explain the lower
correlation observed with HPCD and HMD.

6.2.3 Improvement of MR abilities. We did not find any evidence
of an improvement of MR abilities, as measured using the VMRT.
We chose the VMRT to measure participants’ MR ability because
it is widely used in the literature. However, the test does not appear
to be sensitive enough to isolate an effect on such a short period.
Indeed, we observed a large variability of participants’ MR evolution
regardless of the group. Some participants reported that the test was
cognitively exhausting; which was even more problematic on the
post-test that followed an already demanding experiment. In addition,
our experiment confirmed that the variability of MR abilities across
people is very large: we measured VMRT scores from 0 to 24 (the
total range) in the pre-test. In the literature, studies using the VMRT
to show an effect of different practices on MR abilities employ large
cohorts (e.g. 200+ students of a class), and/or run over long training
period (several weeks to one semester) [13, 18, 28].

6.3 On running multi-day controlled experiments
Studies on learning in the educational field typically span several
days, for example when investigating the role of gesture in different
memory tasks [7]. In a study from Cook et al. the significant im-
provement on learning could be observed only several weeks after
the learning session [12]. Multi-day controlled (laboratory) experi-
ments are less common in the HCI field: the focus is often on motor
control and low level perception processes that in theory do not rely
on users’ higher level cognitive abilities. But even motor control
tasks can induce high-level cognitive adaptation processes, as shown
by Cattan et al. in a long-term experiment of target tracking [6]. In
our experiment, recognition results in all groups where mingled at
the end of the first day. Had our experiment lasted only one day, it
would not have been possible to isolate any effect of the interaction
technique. The progress of recognition performances between day 1
end and day 2 start is striking: even though participants did nothing
related to the experiment in between, their performances increased
sensibly in all conditions. This observation calls for HCI studies
that span more than one day, especially when the mobilization of
high-level cognitive processes is expected.

6.4 Limitations of the study
6.4.1 Generalization to ecological contexts. The sphinx was
designed after the objects used in the VMRT; which has been shown
to significantly correlates to general visuospatial abilities and in
particular to success in anatomical exams [15]. For the experimental
task, we took inspiration from a frequent task for medical and STEM
students: identifying organs or mechanical parts from line art draw-
ings (i.e. objects that have no color nor texture) and from a static
viewpoint. However, we only tested a single, non-ecological, object
due to the constraints on the experimental protocol and participants’
time and cognitive efforts. Further studies are thus required to test
the generality of the experiment’s results.

6.4.2 Effect of a night of sleep. We attributed the score improve-
ment between the 2 first recognition sessions to the consolidation of
memory during the sleep, a well-studied phenomenon in cognitive
science. However the effect could also be related to a test-retest
effect. A control group passing the test and re-test the same day
would be required to conclude.

7 CONCLUSION
We presented the first study that formally measured the effect of
high fidelity vs. low fidelity 3D interaction on the learning outcome
of a task of 3D object learning. Studying such a high-level cogni-
tive process required the design and implementation of a complex
experimental protocol. It revealed a sizeable improvement in recog-
nition performances with head-coupled stereoscopy and isomorphic
control compared to an interaction with a standard perspective and
multi-touch control. This work contributes to a better understanding
of HF 3D interaction by providing a novel proven benefit. In addi-
tion, this study should create a strong incentive to pursue the use of
both VR and AR approaches in medical and STEM applied learning
studies.
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